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We consider the model of a 2D surface above a fixed wall and attracted toward it by means of a positive magnetic field $h$ in the solid-on-solid (SOS) approximation when the inverse temperature $\beta$ is very large and the external field $h$ is exponentially small in $\beta$. We improve considerably previous results by Dinaburg and Mazel on the competition between the external field and the entropic repulsion with the wall, leading, in this case, to the phenomenon of layering phase transitions. In particular, we show, using the Pirogov-Sinai scheme as given by Zahradnik, that there exists a unique critical value $h_{k}^{*}(\beta)$ in the interval ( $\frac{1}{4} e^{-4 \beta k}, 4 e^{-4 \beta k}$ ) such that, for all $h \in\left(h_{k+1}^{*}, h_{k}^{*}\right)$ and $\beta$ large enough, there exists a unique infinite-volume Gibbs state. The typical configurations are small perturbations of the ground state represented by a surface at height $k+1$ above the wall. Moreover, for the same choice of the thermodynamic parameters, the influence of the boundary conditions of the Gibbs measure in a finite cube decays exponentially fast with the distance from the boundary. When $h=h_{k}^{*}(\beta)$ we prove instead the convergence of the cluster expansion for both $k$ and $k+1$ boundary conditions. This fact signals the presence of a phase transition. In the second paper of this series we will consider a Glauber dynamics for the above model and we will study the rate of approach to equilibrium in a large finite cube with arbitrary boundary conditions as a function of the external field $h$. Using the results proven in this paper, we will show that there is a dramatic slowing down in the approach to equilibrium when the magnetic field takes one of the critical values and the boundary conditions are free (absent).
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## 0. INTRODUCTION

This is the first of a series of two papers (the second part is ref. 4) where the equilibrium and nonequilibrium properties of a two-dimensional interface above a fixed wall and attracted to it by means of a constant external field are studied in the so-called SOS approximation in the low-temperature regime.

The equilibrium distribution of the model in a finite square $V \subset \mathbb{Z}^{2}$ with boundary conditions (b.c) $\{\psi(y)\}_{y \in \mathbb{Z}^{2} \backslash V}$, inverse temperature $\beta$, and magnetic field $h$ is described by the following Gibbs measure:

$$
\begin{align*}
\mu_{V}^{\psi}(\varphi)= & \frac{1}{Z^{\psi}(V)} \exp \left[-\frac{\beta}{2} \sum_{\substack{x, y \in V_{i} \\
|x-y|=1}}|\varphi(x)-\varphi(y)|\right. \\
& \left.-\beta h \sum_{x \in V} \varphi(x)-\sum_{\substack{x \in V, y \in V^{c} \\
|x-y|=1}}|\varphi(x)-\psi(y)|\right] \tag{0.1}
\end{align*}
$$

where $Z^{\psi}(V)$ is the associated partition function and the random variable $\varphi(x) \in \mathbb{Z}_{+}$represents the height of the surface at $x \in V$ above the wall.

Although the study of the above Gibbs distribution is clearly relevant for the understanding of wetting phenomena (see, e.g., refs. 8 and 9) and, more generally, for the equilibrium and nonequilibrium statistical mechanics of two-dimensional interfaces, our main motivation originates from the study of the ergodic properties of Glauber-type dynamics for 3D discrete spins systems on the lattice, when the thermodynamic parameters $\beta$ and $h$ are in the one-phase region of the phase diagram (see ref. 4 for more details).

In this case, in fact, ergodicity has not yet been proved in full generality and a relevant question seems to be whether one should expect that the gap in the spectrum of the generator of the dynamics is strictly positive, uniformly in the volume and in the boundary conditions, in the whole one-phase region.

A better understanding of the statictical behavior of the SOS surface $\varphi$ provides a strong argument to settle this problem. Consider a 3D Ising model at low temperature $\beta^{-1}$ and positive magnetic field $h$ in a large cube $Q$. When the b.c. are opposite to the stable plus phase present in the bulk, a thin layer of the minus phase separated from the plus bulk phase by a two-dimensional interface appears close to the boundary. Such an interface, at low enough temperature, should be well described by an SOS model with a hard wall and, as we explain in ref. 4 (see also below), its dynamical behavior seems to play a relevant role in the relaxation process for the whole system.

For the SOS model described by ( 0.1 ) and variants of it, it has long been realized (see, e.g., the important papers by Bricmont et al. ${ }^{(1)}$ and Frölich and Pfister ${ }^{(8.9)}$ and the more recent the work by Maes and Lebowitz, ${ }^{(13)}$ Bolthausen et al., ${ }^{(3)}$ and Dinaburg and Mazel ${ }^{(6)}$ that the relevant statistical properties of the surface $\varphi$ are determined by the competition between the attraction to the wall due to the external field and the entropic repulsion due to the wall itself. In particular in ref. 6 (the basic reference for our work) it was shown for the first time that the above competition gives rise to the phenomenon of a "layering phase transition".

Theorem. ${ }^{(6)}$ There exists $\beta_{0}$ such that for all $\beta \geqslant \beta_{0}$ there are positive numbers $\left\{h_{k}^{*}(\beta)\right\}_{k=1}^{\infty}$ with

$$
e^{-4 \beta k-\beta / 100} \leqslant \beta h_{k}^{*}(\beta) \leqslant e^{-4 \beta k+\beta / 100}
$$

such that:
(i) If $h_{k}^{*}(\beta)<h<h_{k-1}^{*}(\beta)$, then the set of the translation-invariant Gibbs measures for the interaction (0.1) has a unique element generated by the boundary condition $k$.
(ii) If $h=h_{k}^{*}(\beta)$, then the set of the translation-invariant extreme Gibbs measures has exactly two elements, generated by the boundary conditions $k$ and $k+1$

What is actually proven in ref. 6 is only part (i) when $h$ belongs to the restricted interval

$$
e^{-4 \beta k+\beta / 100} \leqslant \beta h \leqslant e^{-4 \beta(k-1)-\beta / 100}
$$

while for the rest, an argument is sketched which contains a mistake. One of the authors (A. M.) told us that nevertheless a proof can be given along the lines presented in ref. 6 .

In this paper we show that, as long as $h$ does not coincide with one of the critical values $h_{k}^{*}(\beta)$, then the effect of the boundary conditions is exponentially weak [see statement (ii.b) in Theorem 1 below] uniformly in the boundary conditions themselves. In this way we solve the problem of the global uniqueness, proving that there are no other (non-translationinvariant) Gibbs measures.

For systems with a finite spin space and with a unique ground state satisfying the Pirogov-Sinai condition, global uniqueness has been proven in ref. 15.

From the technical point of view the problem is the following: when one considers only translation-invariant Gibbs states, uniqueness is usually proven within the framework of the theory of Pirogov-Sinai, by proving
that the "wrong" boundary conditions induce a wrong phase attached to the boundary, whose volume is negligible with respect to the total volume.

What we show, instead, is that if $\Lambda$ is a square of side $N$ large enough (depending only on $\beta$ and $h$ ), then, no matter how high the boundary conditions are, the wrong phase attached to the boundary does not penetrate inside the bulk, but stays in a layer of thickness of order $\log N$ (we actually prove this for a thickness which is a fraction of $N$ and this is enough for our purposes, but the argument can be iterated and yields what we just said).

We are unfortunately only able to carry out this program for values of $k$ up to a certain value $k_{\text {max }}$ which is, however, exponentially large in $\beta$. This limitation has a technical origin and probably can be eliminated, but that is likely to require some additional work.

With regard to the critical case $h=h_{k}^{*}(\beta)$, we give a self-contained proof of the existence of the two translation-invariant Gibbs measures generated by the b.c. $k$ and $k+1$. An alternative approach would be to show that, once one has (1) good bounds on the restricted partition function with only "elementary" excitations (Lemma 2.5 in ref. 6 or Lemma 2.7 here) and (2) a rough a priori bound on the moments of $\varphi(x)$ which are uniform in the b.c. (Proposition 3.2), then one can fit into the framework of ref. 2 , after verifying that the assumption of a finite spin space can be removed from their arguments. In this way one would also obtain that the two Gibbs measures mentioned above are the only extreme translationinvariant ones. We sketch the proof of this last result in Section 8, following a similar strategy of ref. 21.

The problem of the existence of non-translation-invariant Gibbs measures at $h=h_{k}^{*}(\beta)$ is still open, even if a negative answer seems more likely.

As a byproduct of our work at $h=h_{k}^{*}(\beta)$, we obtain a result which says that, under free boundary conditions, the random variables

$$
\sigma(x)=\operatorname{sign}(\varphi(x)-k-1 / 2)
$$

behave roughly as a 2D Ising model at low temperature with zero external field and free boundary conditions. In particular, we get a large-deviation result on the magnetization for $\sigma$ (Corollary 4.3), wich will be used in a concrete way in our second paper. ${ }^{(4)}$

The main result of this first paper is then as follows:
Theorem 1. There exists $\beta_{0}$ such that for all $\beta \geqslant \beta_{0}$ there are positive numbers $\left\{h_{k}^{*}(\beta)\right\}_{k=1}^{k_{\max }}$, with $k_{\max }=\left\lfloor e^{\beta / 20000}\right\rfloor$, such that the following hold for $k=1, \ldots, k_{\text {max }}$ :
$\frac{1}{4} e^{-4 \beta k} \leqslant \beta h_{k}^{*}(\beta) \leqslant 4 e^{-4 \beta k}$.
(ii) If $h_{k}^{*}(\beta)<h<h_{k-1}^{*}(\beta)$ [define $\left.h_{0}^{*}(\beta)=+\infty\right]$, then:
(a) There exists a unique Gibbs measure for the interaction (0.1).
(b) There exist $m(\beta, h)>0, C(\beta, h)>0$ such that for any $N \geqslant\lfloor 8 / h+1\rfloor$

$$
\sup _{\psi, \psi^{\prime} \in \Omega}\left|E_{Q N}^{h, \psi \psi} \varphi(0)-E_{Q_{N}}^{h, \psi^{\prime}} \varphi(0)\right| \leqslant C(\beta, h) e^{-m(\beta, h) N}
$$

where $E_{Q_{N}}^{h, \psi}(\varphi(0))$ denotes the expected value of the height of the surface at $x=0$ in a square $Q_{N}$ of side $N$ and center at the origin, with boundary conditions $\psi$.
(iii) If $h=h_{k}^{*}(\beta)$, then both partition functions $Z_{Q_{N}}^{k}$ and $Z_{Q_{N}}^{k+1}$, with boundary conditions $\psi \equiv k$ and $\psi \equiv k+1$, respectively, admit a convergent cluster expansion. Hence there are at least two distinct extreme Gibbs measures.

Let us consider now a Glauber dynamics for the surface $\varphi$ which mimics the dynamics of an interface in a 3D Ising model, namely at each updating we modify by only $\pm 1$ the heights $\{\varphi(x)\}_{x \in V}$ at only one site $x$, with rates such that the resulting Markov process is reversible with respect to the SOS Gibbs measure $\mu_{\nu}(\varphi)$. Then, keeping in mind the above analogy with the 2D Ising model, one may conjecture that the qualitative behavior of the time evolution of the variables $\{\sigma(x)\}_{x \in V}$ will be that of a Glauber dynamics for the 2D Ising model in the one-phase region if $h \neq h_{k}^{*}(\beta)$ or in the phase coexistence region if $h=h_{k}^{*}(\beta)$. For the latter it has been shown that the relaxation time in a finite square of side $L$ is uniformly bounded in $L$ in the first case, ${ }^{(20)}$ while it is exponentially large in $L$ in the second case if the boundary conditions are absent. ${ }^{(14)}$ Thus we expect that, at the critical values $h_{k}^{*}(\beta)$ of the external field $h$, the relaxation time for the SOS model with open boundary conditions will be exponentially large in the side $L$ of $V$, with an exponential rate which, in analogy with the results of ref. 14 , should be related to the so-called step free energy (see, e.g., 16). For values of the magnetic field different from the critical ones one should have instead a fast relaxation to equilibrium uniformly in the boundary conditions and in the size of the region $V$.

We conjecture, in view of the previous remarks, that these results should also apply to a 3D Ising model with external field $h$ on a cube $Q$ with -1 b.c. on one face and, e.g., free on the remaining ones. Notice, that, if the b.c. are +1 everywhere, then it is known ${ }^{(19)}$ that the relaxation time is bounded uniformly in the size of the cube. As we explain in ref. 4 , such
a behavior would contradict the common wisdom asserting that as long as the thermodynamic parameters are in the one-phase region, the relaxation time in finite volume should not be too sensitive to the b.c.

In our second paper we prove the above picture for the dynamical SOS model, but we do not compute the exact asymptotics of the relaxation time as $L \rightarrow \infty$ in the critical case $h=h_{k}^{*}(\beta)$ and we do not establish any rigorous connection between our results and the 3D dynamical Ising model.

More precisely, we consider the dynamics of the surface in a square $Q_{N}$ of side $N$ with boundary conditions $\psi$ and magnetic field $h$ and we focus on the analysis of the gap ${ }_{Q_{N}}^{1,4}$ in the spectrum of its generator. Our main result in ref. 4 is as follows:

Theorem 2. In the same setting as Theorem 1, we have for all $k=1, \ldots, k_{\text {max }}$ :
(i) If $h_{k}^{*}(\beta)<h<h_{k-1}^{*}(\beta)$, then there exist $L_{0}(\beta, h), \kappa(\beta, h)>0$ such that

$$
\inf _{L>L_{0}} \inf _{\psi \in \Omega} \operatorname{gap}^{h, \psi}\left(Q_{L}\right) \geqslant \kappa(\beta, h)
$$

(ii) If $h=h_{k}^{*}(\beta)$, then there exist positive constants $C_{1}(\beta, h), C_{2}(\beta, h)$ such that for all $N>10 / h$

$$
C_{1}(\beta, h) e^{-100 \beta k N} \leqslant \operatorname{gap}^{h . \varnothing}\left(Q_{N}\right) \leqslant C_{2}(\beta, h) e^{-(1 / 40) \beta N}
$$

where $\varnothing$ means free boundary conditions.
We conclude with a short description of the organization of the paper.
In Section I we define the model and give the main result. In Section 2 we express the partition function as a gas of interacting cylinders and we recall several results, essentially due to Dinaburg and Mazel, on such models. In Section 3 we prove some basic a priori bounds, uniformly in the boundary conditions, on the distribution of the variables $\{\phi(x)\}$ which will be used several times. In Section 4, following the approach of Zahradník ${ }^{(21)}$ to the Pirogov and Sinai theory we prove the existence of the critical value $h_{k}^{*}(\beta)$ via cluster expansion methods and we prove part, (i), (ii,a), and (iii) of Theorem 1 .

In Sections 5 and 6 we show that, if the external field $h$ is different from the critical one $h_{k}^{*}(\beta)$, then the influence of boundary conditions is confined close to the boundary independently of their strength. This proves part (ii,b) of Theorem 1. A corollary (weak mixing in the language of ref. 17) of this result is discussed in Section 7. Section 8 contains a sketch
of the proof that, in case (iii), all translation-invariant Gibbs measures are convex combinations of the ones given by the boundary conditions $k$ and $k+1$. Finally, in the appendix we collect some minor technical results.

## 1. PRELIMINARIES AND RESULTS

### 1.1. General Definitions

We consider the two-dimensional lattice $\mathbb{Z}^{2}$ whose elements are called sites and its dual $\mathbb{Z}_{*}^{2}=\mathbb{Z}^{2}+(1 / 2,1 / 2)$. For $x, y \in \mathbb{R}^{2}$ we define two distances

$$
d(x, y)=|x-y|=\sum_{i=1}^{2}\left|x_{i}-y_{i}\right|, \quad d_{\infty}(x, y)=|x-y|_{\infty}=\max _{i=1,2}\left|x_{i}-y_{i}\right|
$$

$[. x, y]$ is the closed segment with $x, y$ as its endpoints. The edges of $\mathbb{Z}^{2}\left(\mathbb{Z}_{*}^{2}\right)$ are those $e=[x, y]$ with $x, y$ nearest neighbors in $\mathbb{Z}^{2}\left(\mathbb{Z}_{*}^{2}\right)$. Given $e$ an edge of $\mathbb{Z}^{2}, e^{*}$ is the unique edge in $\mathbb{Z}_{*}^{2}$ that intersects $e$. The boundary of an edge $e=[x, y]$ is $\delta e=\{x, y\}$. The boundary of a subset of edges $\alpha$ is the set of sites $\delta \alpha$ that belong to an odd number of edges of $\alpha$. A set of edges is called closed if its boundary is empty.

We will often consider our model on a square

$$
Q_{N}= \begin{cases}\left\{\left(x_{1}, x_{2}\right) \in \mathbb{Z}^{2}:-L \leqslant x_{i} \leqslant L, i=1,2\right\} & \text { if } \quad N=2 L+1 \\ \left\{\left(x_{1}, x_{2}\right) \in \mathbb{Z}^{2}:-L+1 \leqslant x_{i} \leqslant L, i=1,2\right\} & \text { if } \quad N=2 L\end{cases}
$$

$A$ and $V$ will denote arbitrary subsets of $\mathbb{Z}^{2}$. If $\Lambda$ and $V$ will denote arbitrary subsets of $\mathbb{Z}^{2}$. If $A$ is finite, we write $\Lambda \subset \subset \mathbb{Z}^{2}$. The cardinarlity of $\Lambda$ is denoted by $|\Lambda|$. We define four kinds of boundaries:

$$
\begin{aligned}
\partial \Lambda & =\left\{x \in \Lambda: d\left(x, \Lambda^{c}\right)=1\right\} \\
\bar{\partial} \Lambda & =\left\{x \in \Lambda: d_{\infty}\left(x, \Lambda^{c}\right)=1\right\} \\
\partial^{+} \Lambda & =\left\{x \in \Lambda^{c}: d(x, \Lambda)=1\right\} \\
\delta \Lambda & =\left\{e^{*}=[x, y]^{*}:\{x, y\} \cap \Lambda \neq \varnothing,\{x, y\} \cap \Lambda^{c} \neq \varnothing\right\}
\end{aligned}
$$

where $\Lambda^{c}=\mathbb{Z}^{2} \backslash$.
$\left(x_{1}, \ldots, x_{n}\right)$ is called a path from $x_{1}$ to $x_{n}$ if $\left|x_{i+1}-x_{i}\right|=1$ for $i=1, \ldots, n-1$. A $*$-path is the same as path with $\left|x_{i+1}-x_{i}\right|=1$ replaced by $d_{x}\left(x_{i}, x_{i+1}\right)=1$. A (*-) path is called slef-avoiding if $x_{i} \neq x_{j}$ for all $\{i, j\}$ such that $i \neq j$ and $\{i, j\} \neq\{1, n\}$. If $x_{1}=x_{n}$, the ( $*-$ ) path is called closed.

We say $\Lambda \subset \mathbb{Z}^{2}$ is connected ( $*$-connected) if for all $x, y$ in $\Lambda$ there exists a path ( $*$-path) from $x$ to $y$ which is entirely contained in $\Lambda$. We call


Fig. 1. The interior $\bar{\alpha}$ of an element $\alpha \in C_{B}$.
$\Lambda \subset \subset \mathbb{Z}^{2}$ simply connected if $\Lambda^{c}$ is $*$-connected. A set of edges $\alpha$ is connected if the union of all its edges is connected in $\mathbb{R}^{2}$.

We denote by $C_{B}$ the set of all finite closed connected sets of edges of $\mathbb{Z}_{*}^{2}$. If $\alpha \in C_{B}$, then we define the interior of $\alpha$ (see Fig.1) as the set of all sites $x=\left(x_{1}, x_{2}\right) \in \mathbb{Z}^{2}$ such that the half-line

$$
\left\{x_{1}\right\} \times\left[x_{2},+\infty\right)
$$

intersects $\alpha$ in an odd number of points. The interior of $\alpha$ is denoted by $\bar{\alpha}$ and is always a (possibly disconnected) simply connected subset $\mathbb{Z}^{2}$ for each $\alpha \in C_{B}$. The set $C_{B}(V)$ is the set of all $\alpha$ in $C_{B}$ such that $\bar{\alpha} \subset V$.

### 1.2. The SOS Model and Results

The configuration space of the model is $\Omega=\mathbb{Z}_{+}^{\mathbb{Z}^{2}}$, or $\Omega_{\nu}=\mathbb{Z}_{+}^{V}$ for some $V \subset \mathbb{Z}^{2}$. An element of $\Omega_{V}$ will usually be denoted by $\varphi=\{\varphi(x), x \in V\}$. If $U \subset V \subset \mathbb{Z}^{2}$ and $\varphi \in \Omega_{V}$ we denote by $\varphi_{U}$ the restriction of $\varphi$ to the set $U$.

Given $V \subset \subset \mathbb{Z}^{2}$ and some boundary condition (b.c.) $\psi \in \Omega$, one defines the Hamiltonian as

$$
\begin{align*}
H_{V}^{\prime, \psi}(\varphi)= & \frac{1}{2} \sum_{\substack{x, y \in V \\
\left|x^{\prime}-y\right|=1}}|\varphi(x)-\varphi(y)|+\sum_{\substack{x \in V, y \in \in^{\prime \prime} \\
|x-y|=1}}|\varphi(x)-\psi(y)| \\
& +h \sum_{x \in V} \varphi(x) \tag{1.1}
\end{align*}
$$

for $\varphi \in \Omega_{V}$. For technical reasons we will need to consider a more general version of (1.1):

$$
\begin{align*}
& H_{V}^{J, h, \psi}(\varphi)=\frac{1}{2} \sum_{\substack{x, y \in V=\\
|x-y|=1}} J(x, y)|\varphi(x)-\varphi(y)| \\
& +\sum_{\substack{\in \in V, y \in V C \\
|x-y|=1}} J(x, y)|\varphi(x)-\psi(y)|+h \sum_{x \in V} \varphi(x) \tag{1.2}
\end{align*}
$$

and we always assume $0 \leqslant J(x, y) \leqslant 1$ for all $x, y$. We (improperly) write $J \in \delta V$ if $J(x, y)<1$ only for the boundary terms, i.e., if $J(x, y)=1$ unless $[x, y]^{*} \in \delta V$. If we take $J(x, y)=0$ for all boundary terms, then we have free boundary conditions, which we also denote with

$$
\begin{equation*}
H_{V}^{h_{1}, \varnothing}(\varphi)=\frac{1}{2} \sum_{\substack{x, y \in V \\|x-y|=1}}|\varphi(x)-\varphi(y)|+h \sum_{x \in V} \varphi(x) \tag{1.3}
\end{equation*}
$$

The partition function is given by

$$
\begin{equation*}
Z^{J . h, \psi}(V)=\sum_{\varphi \in \Omega_{V}} \exp \left[-\beta H_{V}^{J . h, \psi}(\varphi)\right] \tag{1.4}
\end{equation*}
$$

When $J(x, y)=1$ for all $x, y$ we drop the superscript $J$. In what follows we assume to have chosen $\beta$ large enough once and for all, so we do not usually write our quantities as $\beta$ dependent. If $\psi(x)=n$ for each $x$, then we say that the system has $n$-boundary condition. Given any set $\alpha$ of dual edges (for instance, $\alpha=\delta V$ ), we define

$$
\begin{equation*}
|\alpha|_{J}=\sum_{e^{*}=[x, y] \in \alpha} J(x, y) \tag{1.5}
\end{equation*}
$$

(if $J=1$ everywhere, this is just the ordinary length of $\alpha$ ).
For $U \subset \mathbb{Z}^{2}$, let $\mathbf{F}_{U}$ be the $\sigma$-algebra generated by the collection of sets

$$
\{\varphi \in \Omega: \varphi(x)=n\}_{x \in U, n \in \mathbb{Z}_{+}}
$$

(if $U$ is finite $\mathbf{F}_{U}$ has an obvious one-to-one correspndence with the set of all subsets of $\Omega_{U}$ ), and let $\mathbf{F}=\mathbf{F}_{\mathbb{Z}^{2}}$. The (finite-volume) conditional Gibbs measure on ( $\Omega, \mathbf{F}$ ) associated with the Hamiltonian (1.2) is defined as

$$
\mu_{V}^{J, h, \psi}(\varphi)=\left\{\begin{array}{l}
\left(Z^{J, h, \psi}(V)\right)^{-1} \exp \left[-\beta H_{V}^{J h, \psi}(\varphi)\right]  \tag{1.6}\\
\quad \text { if } \varphi(x)=\psi(x) \text { for all } x \in V^{c} \\
0
\end{array} \quad\right. \text { otherwise }
$$

We also regard $\mu_{V}^{J h, 4}$ as a measure on $\Omega_{V}$ by extending each configuration $\varphi \in \Omega_{V}$ to the whole space in such a way that it agrees with the boundary
conditions outside $V$. The expectation with respect to the measure (1.6) is denoted by $\mathbf{E}_{V}^{J, h, \psi}(\cdot)$. The set of measures (1.6) satisfies the compatibility conditions

$$
\begin{equation*}
\mu_{A}^{J h ., \psi}(\varphi)=\sum_{\varphi^{\prime} \in \Omega} \mu_{A}^{J, h, \psi}\left(\varphi^{\prime}\right) \mu_{V}^{J, h, \varphi^{\prime}}(\varphi) \quad \text { for all } \quad V \subset \Lambda \subset \subset \mathbb{Z}^{2} \tag{1.7}
\end{equation*}
$$

A probability measure $\mu$ on ( $\Omega, \mathbf{F}$ ) is called a Gibbs measure (see, for instance, ref. 10) for the interaction (1.2) if, for each $V \subset \subset \mathbb{Z}^{2}, \varphi_{0} \in \Omega_{V}$,

$$
\begin{aligned}
& \mu\left\{\varphi \in \Omega: \varphi=\varphi_{0} \text { on } V \mid \mathbf{F}_{V}\right\}(\psi) \\
& \quad=\mu\left\{\varphi \in \Omega: \varphi=\varphi_{0} \text { on } V \mid \varphi=\psi \text { on } \partial^{+} V\right\}=\mu_{V}^{J, n, \psi}(\varphi)
\end{aligned}
$$

for $\mu$-almost every $\psi$. The first equality says that $\mu$ is a Markov random field.

One introduces a partial order on the $\Omega_{V}$ by saying that $\varphi \leqslant \varphi^{\prime}$ if $\varphi(x) \leqslant \varphi^{\prime}(x)$ for all $x \in V$. A function $f: \Omega_{V} \mapsto \mathbb{R}$ is called montone increasing (decreasing) if $\varphi \leqslant \varphi^{\prime}$ implies $f(\varphi) \leqslant f\left(\varphi^{\prime}\right)$ [ $\left.f(\varphi) \geqslant f\left(\varphi^{\prime}\right)\right]$. An event is called positive (negative) if its characteristic function is increasing (decreasing). Given two probability measures $\mu, \mu^{\prime}$ on ( $\Omega_{\nu}, \mathbf{F}_{\nu}$ ), we write $\mu \leqslant \mu^{\prime}$ if $\mu(f) \leqslant \mu^{\prime}(f)$ for all increasing functions $f[$ by $\mu(f)$ we denote the expectation with respect to $\mu$ ].

In the following we will take advantage of the FKG inequalities, ${ }^{(7)}$ which state that:

1. If $\psi \leqslant \psi^{\prime}$, then $\mu_{V}^{J, h, \psi} \leqslant \mu_{V}^{J . h . \psi^{\prime}}$.
2. If $f$ and $g$ are increasing, then $\mathbf{E}_{V}^{J h . \psi}(f g) \geqslant \mathbf{E}_{V}^{J n . \psi}(f) \mathbf{E}_{V}^{J . h . \psi}(g)$.

Given two finite-volume Gibbs measures $\mu_{V}^{J h . \psi}, \mu_{V}^{J h . \psi^{\prime}}$, there exists a coupling between them which preserves the order of the b.c., i.e., a probability measure $v_{V}^{J h . \psi, \psi^{\prime}}$ on $\Omega \times \Omega$ such that (we drop $J, h$ for simplicity):

1. $v_{V}^{\psi, \psi^{\prime}}\left\{\left(\varphi, \varphi^{\prime}\right): \varphi=\varphi_{0}\right\}=\mu_{\nu}^{\psi}\left(\varphi_{0}\right)$ for all $\varphi_{0} \in \Omega_{V}$.
2. $v_{V}^{\psi \psi}\left\{\left(\varphi, \varphi^{\prime}\right): \varphi^{\prime}=\varphi_{0}\right\}=\mu_{V}^{\psi}\left(\varphi_{0}\right)$ for all $\varphi_{0} \in \Omega_{\nu}$.
3. If $\psi \leqslant \psi^{\prime}$, then $\nu_{V}^{\psi, \psi^{\prime}}\left\{\left(\varphi, \varphi^{\prime}\right): \varphi \leqslant \varphi^{\prime}\right\}=1$.

Finally, we recall for the reader's convenience the main result in ref. 6 .
Theorem. ${ }^{(6)}$ There exists $\beta_{0}$ such that for all $\beta \geqslant \beta_{0}$, if

$$
e^{-4 \beta k+\beta / 100} \leqslant \beta h \leqslant e^{-4 \beta / k-1)-\beta / 100}, \quad k=1,2, \ldots
$$

then the set of all Gibbs measures [for the interaction (1.1)] which can be obtained as an infinite-volume limit of finite-volume Gibbs measures with bounded boundary conditions contains exactly one element.

In this paper we prove the following results:
Theorem 1.1. There exists $\beta_{0}$ such that for all $\beta \geqslant \beta_{0}$ there are positive numbers $\left\{h_{k}^{*}(\beta)\right\}_{k=1}^{k_{\max }}$, with $k_{\max }=\mathrm{L} e^{\beta / 20000} \mathrm{~J}$, such that the following hold for $k=1, \ldots, k_{\text {max }}$ :
(i) $\frac{1}{4} e^{-4 \beta k} \leqslant \beta h_{k}^{*}(\beta) \leqslant 4 e^{-4 \beta k}$.
(ii) If $h_{k}^{*}(\beta)<h<h_{k-1}^{*}(\beta)$ [define $h_{0}^{*}(\beta)=+\infty$ ], then:
(a) There exists a unique Gibbs measure for the interaction (0.1).
(b) There exist $m(\beta, h)>0, C(\beta, h)>0$ such that for any $N \geqslant\lfloor 8 / h+1\rfloor$

$$
\begin{equation*}
\sup _{\psi, \psi^{\prime} \in \Omega}\left|E_{Q_{N}}^{h, \psi} \varphi(0)-E_{Q_{N}}^{h, \psi^{\prime}} \varphi(0)\right| \leqslant C(\beta, h) e^{-m(\beta, h) N}( \tag{1.8}
\end{equation*}
$$

(iii) If $h=h_{k}^{*}(\beta)$, then both partition functions $Z^{k, k}\left(Q_{N}\right)$ and $Z^{h, k+1}\left(Q_{N}\right)$, with boundary conditions $\psi \equiv k$ and $\psi \equiv k+1$, respectively, admit a convergent cluster expansion. Hence there are at least two distinct extreme Gibbs measures.

Remarks. 1. The restriction $k \leqslant e^{\beta / 20000}$ can probably be eliminated at the expense of making the exposition more awkward. Without such a restriction one has to take the size of elementary cylinders (see Section 2) increasing with their distance from the wall $\varphi=0$ and decreasing with the magnetic field $h$. This is the point of view taken in ref. 6. To get our resuts in this framework, however, requires additional work.
2. In (ii,b), $N$ is restricted to be greater than $\lfloor 8 / h+1\rfloor$, because otherwise the LHS of (1.8) may be infinite (think, for instance, of the case $N=1) . m(\beta, h)$ can be taken equal to $\beta /\left(20,000 k^{2}\right)$.
3. With regard to (iii), one can prove, using the theory of Pirogov and Sinai as given in, say, ref. 21, that the Gibbs measures constructed with boundary conditions $k$ and $k+1$ are in fact the only translation-invariant extreme Gibbs measures. A detailed proof of thiw would require us to introduce quite a lot of extra definitions from ref. 21. We limit ourselves to sketching the proof in Section 8.

## 2. CYLINDER MODELS

General Remark About This Section. All results contained in this section are essentially due to Dinaburg and Mazel. ${ }^{(6)}$ Unfortunately, our future needs are such that our results are given in a slightly different form for both hypotheses and theses. However, our theses can be deduced
from our hypotheses using their proofs (sometime a little extra care is required). For this reason we will not present the proofs again. At the end of the section some remarks will illustrate the main differences between our statements and those in ref. 6.

Following ref. 6, we are going to express the partition function of the SOS model as a sum over collections of cylinders. A cylinder is roughly speaking an elementary excitation of a certain ground state. The reason for introducing cylinders is that for large values of $\beta$, our model can be considered a gas of weakly interacting cylinders and this representation is suitable for the cluster expansion. Unfortunately the correct representation in terms of excitations with a small weight is not linked to the ordinary partition function in any obvious way, so one needs some preliminary work.

A cylinder is a triple $\gamma=(\tilde{\gamma}, E(\gamma), I(\gamma))$ such that $\tilde{\gamma} \in C_{B}$ (see Section 1.1), and $E(\gamma), I(\gamma)$ are positive integers not equal to each other, called respectively the external and the internal level of $\gamma$. Here $\tilde{\gamma}$ is the base of the cylinder. We also set $L(\gamma)=|I(\gamma)-E(\gamma)|$, and $S(\gamma)=\operatorname{sign}(I(\gamma)-E(\gamma))$. We denote $\bar{\gamma}$ the interior of $\tilde{\gamma}$ (see Section 1.1). The collection of all cylinders is denoted by $C$, while $C(V)$ stands for the set of all cylinders $\gamma$, such that $\bar{\gamma} \subset V$, and $C(V, n)$ is the set of all $\gamma \in C(V)$ such that $E(\gamma)=n$.

According to ref. 6 , one defines the notion of compatibility of two cylinders in such a way as to have a one-to-one correspondence between the set of configuration $\Omega_{V}$ and the set of all compatible collections of cylinders.


Fig. 2. Four pairs of compatible cylinders.

The cylinders $\gamma, \gamma^{\prime}$ are weakly compatible (see Fig. 2) if either 1 or 2 holds:

1. $\quad S(\gamma)=S\left(\gamma^{\prime}\right), \bar{\gamma} \neq \bar{\gamma}^{\prime}$ and either $\bar{\gamma} \cap \bar{\gamma}^{\prime}=\varnothing$ and $\tilde{\gamma} \cap \tilde{\gamma}^{\prime}=\varnothing$
or $\bar{\gamma} \subset \bar{\gamma}^{\prime}$
or $\bar{\gamma}^{\prime} \subset \bar{\gamma}$
2. $S(\gamma)=-S\left(\gamma^{\prime}\right), \bar{\gamma} \neq \bar{\gamma}^{\prime}$ and
either $\bar{\gamma} \cap \bar{\gamma}^{\prime}=\varnothing$
or $\tilde{\gamma} \subset \bar{\gamma}^{\prime}$ and $\tilde{\gamma} \cap \tilde{\gamma}^{\prime}=\varnothing$
or $\bar{\gamma}^{\prime} \subset \bar{\gamma}$ and $\tilde{\gamma} \cap \tilde{\gamma}^{\prime}=\varnothing$
Cylinders $\gamma, \gamma^{\prime}$ are compatible if, in addition,
3. $E(\gamma)=E\left(\gamma^{\prime}\right)$ if $\bar{\gamma} \cap \bar{\gamma}^{\prime}=\varnothing$
$E(\gamma)=I\left(\gamma^{\prime}\right)$ if $\bar{\gamma} \subset \bar{\gamma}^{\prime}$
$I(\gamma)=E\left(\gamma^{\prime}\right)$ if $\bar{\gamma}^{\prime} \subset \bar{\gamma}$
(Hopefully) Harmless Notation Ambiguity. With $\tilde{\gamma}, \tilde{\gamma}^{\prime}$ collections of dual edges, $\tilde{\gamma} \cap \tilde{\gamma}^{\prime}$ usually denotes the set of common edges. But when we write $\tilde{\gamma} \cap \tilde{\gamma}^{\prime}=\varnothing(\neq \varnothing)$ we always mean that $\tilde{\gamma} \cup \tilde{\gamma}^{\prime}$ is connected (disconnected) as defined in Section 1.1. In other words, if $\tilde{\gamma}, \tilde{\gamma}^{\prime}$, considered as subsets of $\mathbb{R}^{2}$, have just one point in common, then we write $\tilde{\gamma} \cap \tilde{\gamma} \neq \varnothing$.

Two cylinders $\gamma^{\prime}, \gamma^{\prime \prime}$ are said to be separated by a cylinder $\gamma$ if $\bar{\gamma}^{\prime} \neq \bar{\gamma} \neq \gamma^{\prime \prime}$ and

$$
\begin{array}{ll}
\text { either } \bar{\gamma}^{\prime} \subset \bar{\gamma} \subset \bar{\gamma}^{\prime \prime} & \text { or } \quad \bar{\gamma}^{\prime \prime} \subset \bar{\gamma} \subset \bar{\gamma}^{\prime} \\
\text { or } \bar{\gamma}^{\prime} \subset \bar{\gamma} \text { and } \bar{\gamma}^{\prime \prime} \subset \bar{\gamma}^{c} & \text { or } \quad \bar{\gamma}^{\prime \prime} \subset \bar{\gamma} \text { and } \bar{\gamma}^{\prime} \subset \bar{\gamma}^{c}
\end{array}
$$

Given a collection of cylinders $\Gamma=\{\gamma\}$, we say that $\gamma^{\prime}, \gamma^{\prime \prime} \in \Gamma$ are neighbors in $\Gamma$ if there is no $\gamma \in \Gamma$ separating $\gamma^{\prime}$ and $\gamma^{\prime \prime}$. The collection $\Gamma$ is a (weakly) compatible collection of cylinders if all pairs of neighbors in $\Gamma$ are (weakly) compatible. It is easy to see that if $\Gamma$ is a weakly compatible collection of cylinders, then each pair $\gamma, \gamma^{\prime} \in \Gamma$ is weakly compatible (not just the pairs of neighbors). $\Gamma_{\text {ext }}$ denotes the set of all external cylinders in $\Gamma$, i.e., the set of all $\gamma \in \Gamma$ such that $\bar{\gamma}$ is not contained in the interior of any other cylinder in $\Gamma$. We write $E(\Gamma)=n$ if $E(\gamma)=n$ for all $\gamma \in \Gamma_{\text {ext }}$.

We define:

- $C_{c}^{*}(V, n)$ is the set of all finite compatible collections of cylinders $\Gamma \subset C(V)$ such that $E(\Gamma)=n$.
- $C_{n}^{*}(V, n)$ is the set of all finite weakly compatible collections of cylinders $\Gamma \subset C(V)$ such that $E(\gamma)=n$ for all $\gamma \in \Gamma$.

The first result we present says that the partition function with constant boundary conditions can be expressed, apart from a trivial "groundstate energy" term, as a sum over compatible collections of cylinders with suitable weights. So, given $V \subset \subset \mathbb{Z}^{2}$ and weights $z: C(V) \mapsto \mathbb{C}$, we define

$$
\begin{equation*}
\hat{Z}^{n}(V, z)=\sum_{r \in C_{i}^{*}(V, n)} \prod_{\gamma \in \Gamma} z(\gamma) \tag{2.1}
\end{equation*}
$$

and we always assume

$$
\begin{equation*}
\sum_{\Gamma \in C_{F}^{*}(\gamma, n)} \prod_{\gamma \in \Gamma}|z(\gamma)|<\infty \tag{2.2}
\end{equation*}
$$

We then have the following result. ${ }^{(6)}$
Proposition 2.1. Let $Z^{J, h, n}(V)$ be the partition function defined in (1.4). If $V \subset \subset \mathbb{Z}^{2}$ is simply connected, then there is a one-to-one correspondence between $\Omega_{V}$ and $C_{c}^{*}(V, n)$, and

$$
Z^{J, h, n}(V)=e^{-\beta h n \mid \eta} \hat{Z}^{n}\left(V, w_{J, h}\right)
$$

where

$$
\begin{aligned}
w_{J, h}(\gamma) & =\exp \left[-\beta|\tilde{\gamma}|_{J} L(\gamma)-\beta h S(\gamma)|\bar{\gamma}| L(\gamma)\right] \\
|\tilde{\gamma}|_{J} & =\sum_{[x, y]^{*} \in \tilde{\gamma}} J(x, y)
\end{aligned}
$$

If $\Gamma \in C_{c}^{*}(V, n)$ is the collection of cylinders corresponding to the configuration $\varphi$, then we write $\varphi \sim \Gamma$. In Fig. 3 we give an example of how a certain configuration $\varphi$ is obtained as a compatible collection of cylinders.

In the next three propositions we give a constructive characterization of the collection $\Gamma$ of compatible cylinders corresponding to a certain configuration $\varphi$, and state without proof some more or less obvious properties of $\Gamma$.

Proposition 2.2. Let $V \subset \subset \mathbb{Z}^{2}$ be simply connected. Choose $n \in \mathbb{Z}_{+}, \varphi \in \Omega_{V}$ and let $\Gamma \in C_{c}^{*}(V, n)$ such that $\Gamma \sim \varphi$. For each $m=3 / 2,5 / 2$, $7 / 2, \ldots$, let

$$
U^{m}=\left\{\begin{array}{lll}
\{x \in V: \varphi(x)<m\} & \text { if } & 1<m<n \\
\{x \in V: \varphi(x)>m\} & \text { if } m>n
\end{array}\right.
$$

Let us write now

$$
\delta U^{m}=\alpha_{1}^{m} \cup \cdots \cup \alpha_{r(m)}^{m}
$$



Fig. 3. The configuration in (d) is constructed by successive addition of compatible cylinders. Each figure shows the internal level of the cylinders, while the external level can be deduced from the figure preceding the first one where the cylinder appears. All cylinders in (a) have external level equal to $k$.
where $\alpha_{i}^{m} \in C_{B}\left(V\right.$ are the connected components of $\delta U^{m}$. Then we have:
(a) For each $m, i$ either $\varphi(x)>m$ for all $x \in \bar{\partial} \bar{\alpha}_{i}^{m}$ or $\varphi(x)<m$ for all $x \in \bar{\partial} \bar{\alpha}_{i}^{m}$. Accordingly we call $\alpha_{i}^{m}$ positive or negative.
(b) A cylinder $\gamma=(\tilde{\gamma}, E(\gamma), I(\gamma))$ such that $I(\gamma)>E(\gamma)$ belongs to $\Gamma$ if and only if

$$
\left\{s: \tilde{\gamma}=\alpha_{i}^{s} \text { for some } i, \alpha_{i}^{s} \text { positive }\right\}=\{E(\gamma)+1 / 2, \ldots, I(\gamma)-1 / 2\}
$$

(c) A cylinder $\gamma=(\tilde{\gamma}, E(\gamma), I(\gamma))$ such that $I(\gamma)<E(\gamma)$ belongs to $\Gamma$ if and only if

$$
\left\{s: \tilde{\gamma}=\alpha_{i}^{s} \text { for some } i, \alpha_{i}^{s} \text { negative }\right\}=\{I(\gamma)+1 / 2, \ldots, E(\gamma)-1 / 2\}
$$

Proposition 2.3. Under the same hypotheses as in the previous proposition, let $x, y$ be nearest neighbors in $V$, and let $e^{*}$ be the edge dual to $[x, y]$. Assume $\varphi(x)<\varphi(y)$ and let $\gamma \in \Gamma$ be such that $\tilde{\gamma} \ni \varepsilon^{*}$. Then:
(a) If $\bar{\gamma} \ni x$, then $S(\gamma)=-1$ and $\varphi(x) \leqslant I(\gamma)<E(\gamma) \leqslant \varphi(y)$.
(b) If $\bar{\gamma} \ni y$, then $S(\gamma)=+1$ and $\varphi(x) \leqslant E(\gamma)<I(\gamma) \leqslant \varphi(y)$.

Proposition 2.4. Under the same hypotheses as in the previous proposition, let $x \in \partial V, y \in V^{c}$ be nearest neighbors, and let $e^{*}$ be the edge dual to $[x, y]$. Assume $\varphi(x)>n$ and let $\gamma \in \Gamma$ be such that $\tilde{\gamma} \ni \varepsilon^{*}$. Then,

$$
S(\gamma)=+1 \quad \text { and } \quad n \leqslant E(\gamma)<I(\gamma) \leqslant \varphi(x)
$$

The representation of the partition function given in Proposition 2.1 has the drawback of incorporating a very complicated constraint hidden inside the notion of compatibility between cylinders. The standard trick is then to define a new renormalized weight of cylinders in such a way that the partition function can be expressed as a sum over collections of weakly compatible cylinders (much easier to handle) with a renormalized weight. With this in mind we are going to swallow some more notation.

First of all we need to consider the cylinder partition function (2.1) with the additional constraint that all the external cylinders belong to some prescribed set. For this reason, if $\Pi \subset C$ is an arbitrary set of cylinders, we define

$$
\hat{Z}^{n}(V, z, \Pi)=\sum_{\substack{\Gamma \in C_{i}^{*}(V, n) \\ \Gamma_{\text {ex }} \in \Pi}} \prod_{\substack{ } \Gamma} z(\gamma)
$$

The constraints on the partition function naturally arise as compatibility conditions between cylinders. Thus, given an arbitrary collection of cylinders $\Gamma$, it is convenient to set

$$
\Pi(\Gamma)=\{\gamma \in C: \gamma \text { is weakly compatible with every cylinder in } \Gamma\}
$$

Since weak compatibility does not involve the $L(\gamma)$ 's, $\Pi(\Gamma)$ only depends on the bases and signs of the cylinders in $\Gamma$. When $\Gamma$ consists of just one cylinder we can use the following more compact notation: if $V \subset \subset \mathbb{Z}^{2}$ is the interior of some cylinder $\gamma(V=\bar{\gamma})$, then we define

$$
\hat{Z}^{n}(V, z, \pm)=\hat{Z}^{n}\left(V, z, \Pi\left(\left\{\gamma^{\prime}\right\}\right)\right)
$$

where $\gamma^{\prime}=(\tilde{\gamma}, n, n \pm 1)$. We can also write the signed partition function as a sum over particular configurations $\varphi$

$$
\begin{align*}
Z^{J, h, n}(V, \pm) & =e^{-\beta h n|V|} \hat{Z}^{n}\left(V, w_{J, h}, \pm\right) \\
& =\sum_{\varphi \in \Omega_{V}^{n, \pm}} \exp \left[-\beta H_{V}^{J, h, n}(\varphi)\right] \tag{2.3}
\end{align*}
$$

where

$$
\Omega_{\dot{\nu}}^{M_{i}^{+}}=\left\{\varphi \in \Omega_{V}: \begin{array}{l}
\varphi(y) \geqslant n \text { for all } y \in \bar{\partial} V \text { and }  \tag{2.4}\\
\text { there exists } x \in \bar{\partial} V \text { such that } \varphi(x)=n
\end{array}\right\}
$$

and $\Omega_{\nu}^{n_{j}-}$ is defined in a similar way (replace $\geqslant$ with $\leqslant$ ). The reason for introducing the signed partition function becomes clear if we write

$$
\begin{equation*}
\hat{Z}^{n}(V, z)=\sum_{r \in C_{\text {texn }}^{n}(V, n)} \prod_{\gamma \in \Gamma} z(\gamma) \hat{Z}^{(\gamma)}(\bar{\gamma}, z, S(\gamma)) \tag{2.5}
\end{equation*}
$$

where $C_{r, \text { ext }}^{*}(V, n)$ is the set of all $\Gamma \in C_{c}^{*}(V, n)$ such that $\Gamma$ contains only external cylinders. Given a set of weights $z(\gamma)$, we define the renormalized weight of $\gamma$ as

$$
\begin{equation*}
\tilde{z}(\gamma)=z(\gamma) \frac{\hat{Z}^{(\gamma \gamma)}(\bar{\gamma}, z, S(\gamma))}{\hat{Z}^{E(\gamma)}(\bar{\gamma}, z, S(\gamma))} \tag{2.6}
\end{equation*}
$$

Iterating (2.5), it is not difficult to show the following result. ${ }^{(6)}$
Proposition 2.5. If $V \subset \subset \mathbb{Z}^{2}$ and $z$ is a set of weights such that (2.2) holds, then

$$
\begin{equation*}
\hat{Z}^{n}(V, z, \Pi)=\sum_{\substack{\Gamma \in C_{n}^{*}(V, n) \\ \Gamma_{\text {ex }} \subset}} \prod_{\substack{\text { 位 }}} \tilde{z}(\gamma) \tag{2.7}
\end{equation*}
$$

Before stating the next results, we want to briefly explain the goal of the rest of this section. The importance of the previous proposition is the following: $\Gamma$ is an element $C_{i=}^{*}(V, n)$ if and only if (1) for each $\gamma \in \Gamma$, $E(\gamma)=n$ and $\bar{\gamma} \subset V$, and (2) each pair of cylinders in $\Gamma$ is weakly compatible. This means that the partition function (2.7) is already in a form which is suitable for cluster expansion in the version given, say, in ref. 11. The whole point is then to prove that the renormalized weights $\tilde{w}_{J, h}$ are small, i.e., $\tilde{w}_{J, h}(\gamma) \leqslant \exp \left[-c \beta|\tilde{\gamma}|_{J} L(\gamma)\right]$ for some $c$. This will turn out to be true of course only for those cylinders whose external level $E(\gamma)=k$ is in
the "right phase", that is, only if there is a Gibbs state "close" to the constant configuration $\varphi=k$. On the other hand, in order to estimate the renormalized weight of a cylinder starting from the right phase $k$, one has to estimate the quotient in (2.6) whose numerator is a partition function with boundary conditions $I(\gamma)$ which may very well be in the "wrong" or "unstable" phase. This partition function will then contain unstable cylinders, i.e., cylinders whose renormalized weight is large. For this reason one cannot hope to use directly a cluster expansion in order to estimate the quotient in (2.6).

The standard solution for this kind of problem is to study first a modified partition function which contains only elementary cylinders, that is, cylinders which are small enough to guarantee that they are all stable (their renormalized weight is small), independently of their external level. The study of the elementary partition functions for all b.c. will tell us what the right phase is (Lemma 2.7) at least if the magnetic field is such that we are not too close to a phase transition $\left[h \in I_{k}(\beta)\right.$ given in (2.15)]. After that, one expresses the full partition function as a sum over collections of large cylinders (grouped into contours) on top of which one can have arbitrary collections of elementary cylinders (Proposition 2.6). The overall effect of the elementary cylinders will be a so-called "entropic repulsion" which acts as a magnetic field pushing the surface away from the wall. The combination of the "entropic field" and the ordinary field $h$ forces the surface to stay on the right phase (Corollary 2.8). In Section 4 we will finally complete our program and will prove a cluster expansion for (2.7) with the b.c. $n$ equal to the right phase, even close to (and at) the phase transition.

Throughout this paper we will often need some small constant independent of everything else. We call it $\zeta$ and its value is fixed to

$$
\zeta=\frac{1}{1000}
$$

A cylinder $\gamma$ is called elementary if $\operatorname{diam} \tilde{\gamma} \leqslant \vartheta(\beta)=\exp (\beta \zeta / 10)$ [the diameter is taken in the $d(\cdot, \cdot)$ distance ]. The set of all elementary cylinders in $C(V)$ is denoted by $C_{e}(V)$. The partition function in which all external cylinders must be elementary is denoted by

$$
\hat{Z}_{e}^{\prime \prime}(V, z, \Pi)=\hat{Z}^{\prime \prime}\left(V, z, \Pi \cap C_{e}(V)\right)=\sum_{\substack{r \in c_{n}^{*}(V, n) \\ \Gamma_{\mathrm{ex}} \in \Pi \cap C_{e}(\eta)}} \prod_{\gamma \in \Gamma} \tilde{z}(\gamma)
$$

Given $\Gamma \in C_{c}^{*}(V, n)$, we now define $\Gamma_{l} \subset \Gamma(l$ means large $)$ as the collection of cylinders obtained by removing from $\Gamma$ all those cylinders which are either elementary or contained (in the sense $\bar{\gamma} \subset \bar{\gamma}^{\prime}$ ) in an elementary
cylinder of $\Gamma$. The reason for this definition is that in the future we consider elementary cylinders whose maximum size depends on $E(\gamma)$, so that a cylinder can be nonelementary, but contained in an elementary one.
$\Gamma_{l}$ is still a (possibly empty) compatible collection of cylinders, because the operation of removing from $\Gamma$ a cylinder together with all the other cylinders contained in it does not spoil the compatibility.

Given $\varphi \in \Omega_{V}$ (and a reference level $n$ ), $\varphi_{l}$ stands for the unique configuration such that $\varphi \sim \Gamma$ and $\varphi_{I} \sim \Gamma_{I}$. We set

$$
C_{c . /}^{*}(V, n)=\left\{\Gamma \in C_{c}^{*}(V, n): \Gamma=\Gamma_{l}\right\}
$$

The map $\varphi \mapsto \Gamma_{l}$ induces a probability measure on $C_{c, 1}^{*}(V, n)$ by setting

$$
\begin{equation*}
\bar{\mu}_{V}^{J, h, n}\left(\Gamma^{\prime}\right)=\mu^{J, h, n}\left\{\varphi \in V: \Gamma_{l}(\varphi)=\Gamma^{\prime}\right\} \tag{2.8}
\end{equation*}
$$

Let now $\Gamma \in C_{c . l}^{*}(V, n)$. Then it is possible to write $\Gamma$ as the disjoint union

$$
\begin{equation*}
\Gamma=\Gamma_{1} \cup \cdots \cup \Gamma_{r} \tag{2.9}
\end{equation*}
$$

in such a way that, for each $i$ :
(i) $\Gamma_{i} \in C_{c, 1}^{*}(V, n)$ and there exists a unique cylinder which is external in $\Gamma_{i}$.
(ii) If $\gamma \in \Gamma_{i}$ is not external, then $E(\gamma) \neq E\left(\Gamma_{i}\right)=n$.
(iii) If $\gamma \in \Gamma_{i}$ and $I(\gamma)=n$, then there is no other $\gamma^{\prime} \in \Gamma_{i}$ such that $\bar{\gamma}^{\prime} \subset \bar{\gamma}$.

The decomposition (2.9) is unique. Collections of cylinders $\Gamma \in C_{c, 1}^{*}(V, n)$ that satisfy (i)-(iii) are called contours. Figure 3d shows a configuration which consists of four contours, (assuming all cylinders are nonelementary) separated by the white regions where $\varphi=k$. We set

$$
\operatorname{Con}(V, k)=\left\{\Gamma \in C_{c . l}^{*}(V, k): \Gamma \text { is a contour }\right\}
$$

For a contour $\Gamma$ we define

$$
\begin{aligned}
\Gamma_{\mathrm{int}} & =\{\gamma \in \Gamma: I(\gamma)=E(\Gamma)\} \\
v(\Gamma, \gamma) & =\left\{\begin{array}{lll}
\vec{\gamma} \backslash \bigcup_{\gamma^{\prime}} \in \Gamma, \gamma^{\prime} \neq \gamma \\
\varnothing & \bar{\gamma}^{\prime} & \text { if } \\
\varnothing & \text { if } & \gamma \in \Gamma \backslash \Gamma_{\mathrm{int}}
\end{array}\right. \\
v(\Gamma) & =\bigcup_{\gamma \in \Gamma} v(\Gamma, \gamma) \\
\Gamma_{\partial} & =\Gamma_{\mathrm{ext}} \cup \Gamma_{\mathrm{int}}
\end{aligned}
$$

Obviously

$$
\delta v(\Gamma)=\bigcup_{\gamma \in \Gamma_{z}} \tilde{\gamma}
$$

We also let $E(\Gamma)=E\left(\Gamma_{\text {ext }}\right)$ and $S(\Gamma)=S\left(\Gamma_{\text {ext }}\right)$. Two contours $\Gamma, \Gamma^{\prime}$ are said to be weakly compatible if:
(i) $v(\Gamma) \cap v\left(\Gamma^{\prime}\right)=\varnothing$.
(ii) If $\gamma \in \Gamma_{\partial}, \gamma^{\prime} \in \Gamma_{\partial}^{\prime}$, then $\gamma, \gamma^{\prime}$ are weakly compatible [which, together with (i), implies that each cylinder in $\Gamma$ is weakly compatible with every cylinder in $\Gamma^{\prime}$ ].

A contour $\Gamma$ and an elementary cylinder $\varepsilon$ are said to be weakly compatible if every $\gamma \in \Gamma_{\partial}$ is weakly compatible with $\varepsilon$.

Finally, we denote by $W(V, n)$ the set of all finite weakly compatible collections

$$
\mathscr{A}=(\{\Gamma\},\{\varepsilon\})
$$

of contours and elementary cylinders such that $\Gamma \in \operatorname{Con}(V, n)$ and $\varepsilon \in C_{e}(V, n)$ for all $\Gamma, \varepsilon \in \mathscr{A}$. We let $W_{l}(V, n)$ stand for the set of all $\mathscr{A} \in W(V, n)$ such that $\mathscr{A}$ contains only contours. $W_{l}(V, n)$ has a trivial one-to-one correspondence with $C_{c, l}^{*}(V, n)$ given by

$$
\mathscr{A} \rightarrow \bigcup_{\Gamma \in \mathscr{A}} \Gamma
$$

If we define the renormalized weight of a contour as

$$
\begin{equation*}
\tilde{z}(\Gamma)=\frac{\prod_{\gamma \in \Gamma} z(\gamma) \hat{Z}_{e}^{\prime(\gamma)}(v(\Gamma, \gamma), z, \Pi(\Gamma))}{\hat{Z}_{e}^{E(\Gamma)}\left(v(\Gamma), z, \Pi\left(\Gamma_{\partial}\right)\right)} \tag{2.10}
\end{equation*}
$$

and the sets $v(\mathscr{A})=\bigcup_{\Gamma \in \mathscr{A}} v(\Gamma)$ and $\mathscr{A}_{\partial}=\bigcup_{\Gamma \in \mathscr{A}} \Gamma_{\partial}$, then we get the following result. ${ }^{(6)}$

Proposition 2.6. If $V \subset \subset \mathbb{Z}^{2}$ and $z$ is a set of weights such that (2.2) holds, then

$$
\begin{align*}
\hat{Z}^{n}(V, z)= & \sum_{\mathscr{A} \in W_{l}(V, n)} \hat{Z}_{e}^{n}(V \backslash v(\mathscr{A}), z, \Pi(\mathscr{A})) \\
& \times \prod_{\Gamma \in \mathscr{A}} \prod_{\gamma \in \Gamma} z(\gamma) \hat{Z}_{e}^{I(\gamma)}(v(\Gamma, \gamma), z, \Pi(\mathscr{A})) \\
= & \sum_{\mathscr{A} \in W_{l}(V, n)} \hat{Z}_{e}^{n}\left(V, z, \Pi\left(\mathscr{A}_{\partial}\right)\right) \prod_{\Gamma \in \mathscr{A}} \tilde{z}(\Gamma)=\sum_{\mathscr{A} \in W(V, n)} \prod_{\rho \in \mathscr{A}} \tilde{z}(\rho) \tag{2.11}
\end{align*}
$$

where $\tilde{z}(\rho)$ is given by (2.6) if $\rho$ is elementary, and by (2.10) if $\rho$ is a contour.

Thanks to Proposition 2.6, we can use the one-to-one correspondence between $C_{c, l}(V, n)$ and $W_{l}(V, n)$ and write [see (2.8)]

$$
\begin{equation*}
\bar{\mu}_{V}^{J, h, n}(\mathscr{A})=\frac{\hat{Z}_{e}^{n}\left(V, w_{J, h}, \Pi\left(\mathscr{A}_{\partial}\right)\right)}{\hat{Z}^{n}\left(V, w_{J, h}\right)} \prod_{\Gamma \in \infty} \tilde{w}_{J, h}(\Gamma), \quad \mathscr{A} \in W_{l}(V, n) \tag{2.12}
\end{equation*}
$$

Now we want to introduce a hypothesis which allows us to keep the effects of $J$ under control. So, given $A \subset \subset \mathbb{Z}^{2}$ and $0 \leqslant t \leqslant 1$, we say that $J$ satisfies the hypothesis $H(A, t)$ if:
(i) $J \in \delta A$.
(ii) $|\alpha|_{J} \geqslant t|\alpha|$ for all $\alpha \in C_{B}(\Lambda)$.

We also define

$$
\begin{equation*}
\Delta(J)=\left\{x \in \mathbb{Z}^{2}: J(x, y) \neq 1 \text { for some } y \in \mathbb{Z}^{2}\right\} \tag{2.13}
\end{equation*}
$$

If $H(A, t)$ holds for $J$, then, clearly, for each $V \subset A$,

$$
\begin{equation*}
|\Delta(J) \cap V| \leqslant|\partial V| \leqslant|\delta V| \tag{2.14}
\end{equation*}
$$

We will start the analysis of the SOS model by taking $h$ in certain intervals $I_{k}(\beta)(k=1,2,3, \ldots)$ where the behavior of the system is easier to study, because the energy-entropy competition has a clear output. So we let, for $k \in \mathbb{Z}_{+}$,

$$
\begin{align*}
I_{k}(\beta) & =\left[h_{k}^{-}(\beta), h_{k}^{+}(\beta)\right] \\
h_{k}^{-}(\beta) & =\frac{4}{\beta} e^{-4 \beta k}, \quad h_{k}^{+}(\beta)=\frac{1}{4 \beta} e^{-4 \beta(k-1)}, \quad h_{1}^{+}=\frac{1}{\beta} e^{-\beta / 25} \tag{2.15}
\end{align*}
$$

For simplicity we also let

$$
\begin{equation*}
l=l(b, h)=-\frac{1}{4 \beta} \log (\beta h) \tag{2.16}
\end{equation*}
$$

The following is a fundamental result in ref. 6 .
Lemma 2.7. Assume $\beta$ is large enough and $h \leqslant h_{1}^{+}(\beta)$. Let $V \subset \subset \mathbb{Z}^{2}$, and suppose $H(V, \zeta)$ holds for $J\left(\zeta=1000^{-1}\right)$. Let $V_{0}=V \backslash \bar{\partial} V$. Let $\Pi$ be a set of cylinders with the following properties:
(a) If $\gamma \in \Pi$ and $\gamma^{\prime}$ is a vertical translate of $\gamma$ [i.e., $\gamma^{\prime}=(\tilde{\gamma}, E(\gamma)+s$, $I(\gamma)+s]$ with $s \geqslant-(E(\gamma) \wedge I(\gamma))+1]$, then $\gamma^{\prime} \in \Pi$.
(b) If $\bar{\gamma} \subset V_{0}$, then $\gamma \in \Pi$.

Then [ $l$ is given by (2.16)]:
(i) If $\varepsilon$ is an elementary cylinder with $\bar{\varepsilon} \subset V$, then

$$
\tilde{w}_{J, h}(\varepsilon) \leqslant e^{-(\beta-1)|\varepsilon| \mid L(\varepsilon)}
$$

(ii) If $0<m<n$, then

$$
\begin{aligned}
& \exp \left[\left|V_{0}\right| e^{-4 \beta m}-|V| e^{-4 \beta / m \wedge / 1} e^{-\beta / 4}-|V \cap \Delta(J)| e^{-4 \beta \zeta t m \wedge D-\beta \zeta / 4}\right] \\
& \leqslant \frac{\hat{Z}_{e}^{n}\left(V, w_{J, h}, \Pi\right)}{\hat{Z}_{e}^{m \prime}\left(V, w_{J, h}, \Pi\right)} \\
& \leqslant \exp \left[|V| e^{-4 \beta m}+|V| e^{-4 \beta l m \wedge h} e^{-\beta / 4}+|V \cap \Delta(J)| e^{-\beta \zeta / 4}\right]
\end{aligned}
$$

(iii) If $h \in I_{k}(\beta)$ and $n \neq k$, then

$$
e^{-(n-k) \beta h|V|} \frac{\hat{Z}_{c}^{n}\left(V, w_{J, h}, \Pi\right)}{\hat{Z}_{c}^{k}\left(V, w_{J, h}, \Pi\right)} \leqslant \exp \left[-\frac{1}{2} \beta h|V| \cdot|n-k|+|\delta V| e^{-\beta \zeta / 5}\right]
$$

(iv) If $h \in\left[h_{k+1}^{+}(\beta), h_{k}^{-}(\beta)\right]$ and $n \notin\{k, k+1\}$, then

$$
e^{-(n-k-1) \beta h|V|} \frac{\hat{Z}_{c}^{n}\left(V, w_{J, h}, \Pi\right)}{\hat{Z}_{e}^{k+1}\left(V, w_{J, h}, \Pi\right)} \leqslant \exp \left[\frac{1}{2} \beta h|V| \cdot|n-k-1|+|\delta V| e^{-\beta / / /}\right]
$$

Corollary 2.8. Let $\beta$ be large enough, $h \in I_{k}(\beta)$. Let $V \subset \subset \mathbb{Z}^{2}$, and suppose $H(V, \zeta)$ holds for $J\left(\zeta=1000^{-1}\right)$. Then

$$
\hat{Z}^{k}\left(V, w_{J, h}\right)=\sum_{\alpha \in W(V, k)} \prod_{\rho \in \mathcal{N}} \tilde{w}_{J, h}(\rho)
$$

and (i) if $\rho=\varepsilon$ is an elementary cylinder, then

$$
\tilde{w}_{J, h}(\varepsilon) \leqslant \exp \left[-(\beta-1)|\tilde{\varepsilon}|_{J} L(\varepsilon)\right]
$$

and (ii) if $\rho=\Gamma$ is a contour, then

$$
\tilde{w}_{J, h}(\Gamma) \leqslant \prod_{\gamma \in \Gamma} \exp \left[-(\beta-1)|\tilde{\gamma}|_{J} L(\gamma)-\frac{\beta h}{2}|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]
$$

Proof of the Corollary. Part (i) was proved in Lemma 2.7. To prove part (ii) we recall the definition (2.10) and observe that

$$
\begin{aligned}
\hat{Z}_{e}^{E(\Gamma)}\left(v(\Gamma), z, \Pi\left(\Gamma_{\dot{\partial}}\right)\right) & \geqslant \hat{Z}_{e}^{E(\Gamma)}(v(\Gamma), z, \Pi(\Gamma)) \\
& \geqslant \prod_{\gamma \in \Gamma} \hat{Z}_{e}^{E(\Gamma)}(v(\Gamma, \gamma), z, \Pi(\Gamma))
\end{aligned}
$$

Then we apply part (iii) of Lemma 2.7 to each $V=v(\Gamma, g)$ [since $\Pi(\Gamma)$ satisfies (a) and (b)]. Thus (ii) follows from the inequality

$$
e^{-\beta \zeta / 5} \sum_{\gamma \in \Gamma}|\delta v(\Gamma, \gamma)| \leqslant e^{-\beta \zeta / 5} 2 \sum_{\gamma \in \Gamma}|\tilde{\gamma}| \leqslant \sum_{\gamma \in \Gamma}|\tilde{\gamma}|_{J}
$$

An important consequence of Corollary 2.8 is that the sum of the weights of all contours whose support contains a given site is "small". We state this result in a more general form in order to meet our future needs.

Proposition 2.9. Let $\beta$ be large enough, $V \subset \subset \mathbb{Z}^{2}$, and $x \in V$. Then:
(i) For all $c>\zeta / 10$,

$$
\sum_{\substack{\left.\varepsilon \in C_{c} \mid V, k\right) \\|\hat{\varepsilon}| \geqslant s, \bar{\varepsilon} \cdots, k}} e^{-c \beta \hat{\mid} \mid L(\varepsilon)} \leqslant e^{-(2 / \beta) c s \beta}
$$

(ii) For $n \in \mathbb{Z}_{+}$, let $\bar{\vartheta}(\beta, h, n), \bar{h}_{n}$ be such that

$$
\begin{equation*}
\beta \bar{h}_{n} \geqslant e^{-(c / 25) \beta \bar{\xi}(\beta, h, n)} \tag{2.17}
\end{equation*}
$$

Let $Y$ be the set of all $\Gamma \in C_{c}^{*}(V, k)$ such that:
(a) There is a unique cylinder which is external in $\Gamma$.
(b) $\Gamma$ satisfies (ii) and (iii) in the definition of contours.
(c) For each $\gamma \in \Gamma$ such that $\tilde{\gamma} \cap \delta V=\varnothing$, $\operatorname{diam} \tilde{\gamma} \leqslant \bar{\vartheta}(\beta, h, E(\gamma))$.

Then, for all $c>\zeta / 10, c^{\prime}>\zeta / 10$,

$$
\begin{align*}
& \sum_{F_{I \in Y}} \cdot \prod_{\gamma \in \Gamma} \exp \left[-c \beta|\tilde{\gamma}| L(\gamma)-c^{\prime} \beta \bar{h}_{I(\gamma)}|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right] \\
& \quad \leqslant \exp \left(-\frac{2}{3} c s \beta\right) \tag{2.18}
\end{align*}
$$

Remarks. 1. The first inequality is an easy consequence of the fact that the number of $\hat{\gamma}$ with length $n$ is less than $K^{n}$ for some fixed number $K$.
2. The second inequality is trickier and relies on a construction in which one associates to each contour $\Gamma$ a tree $T(\Gamma) .{ }^{(6)}$
3. Part (ii) clearly holds if one takes $\bar{\vartheta}(\beta, h, n)=\vartheta(\beta)=e^{\beta \zeta / 10}$ [and so $Y \supset \operatorname{Con}(V, k)]$, and $\bar{h}(n)=h$ with

$$
\begin{equation*}
l=l(b, h)=-\frac{1}{4 \beta} \log (\beta h) \leqslant 2 k_{\max } \equiv 2\left\lfloor e^{\beta \zeta / 20}\right\lrcorner \tag{2.19}
\end{equation*}
$$

Together with Corollary 2.8, this implies that the RHS of (2.18) is an upper bound for the sum of the weights of all contours whose interior contains $x$ and such that $\left|\tilde{\Gamma}_{\text {ext }}\right| \geqslant s$.

## Main Differences with Dinaburg and Mazel. ${ }^{(6)}$

1. First of all in ref. 6 elementary cylinders are those with $\operatorname{diam} \tilde{\gamma} \leqslant 100[k \wedge E(\gamma)]$. In this way their results are valid for $h$ arbitrarily small (see also the remark after Theorem 1.1), while we sometimes have to assume (2.19).
2. They always have $J=1$, but taking $J$ arbitrary is not a real complication.
3. Statement (ii) of Lemma 2.7 is given with $|V|$ instead of $\left|V_{0}\right|$ in the LHS. With $|V|$ the statement is false because in the estimate of the entropic repulsion one cannot count for sure on those cylinders which touch the boundary of $V$. These, in fact, could be forbidden by the compatibility rules at the boundary. If one takes, for instance, $V=\{x\}$, then

$$
\frac{\hat{Z}_{e}^{n}\left(V, w_{J, h},+\right)}{\hat{Z}_{e}^{\prime \prime}\left(V, w_{J, h},+\right)}=1
$$

which is compatible with (ii) if one uses $\left|V_{0}\right|$.
Having $\left|V_{0}\right|$ instead of $|V|$ is the origin of the boundary term in the RHS of (iii). This term is harmless for the estimate of the weight of contours given in Corollary 2.8 (it just turns $\beta$ into $\beta-1$ ), but causes a good deal of trouble in Section 5 (Section 5.3 would be unnecessary in the absence of this boundary term).
4. Statement (iii) of Lemma 2.7 is given for

$$
e^{-4 \beta k+\beta / 100} \leqslant \beta h \leqslant e^{-4 \beta / k-1)-\beta / 100}
$$

but one can easily check [given (ii)] that it is still valid for $h \in I_{k}(\beta)$.
5. Statement (ii) of Proposition 2.9 is given (with $2 / 3$ replaced by $1 / 2$ ) in the case of $c=1 / 2, c^{\prime}=1 / 4$,

$$
\bar{h}(n)=e^{-4 \beta(n \wedge k)} \quad \text { and } \quad \bar{\vartheta}(\beta, h, n)=100(n \wedge k)
$$

but the same proof proves our version.

## 3. A PRIORI BOUNDS

We collect in this section some basic estimates that will be useful in the future.

### 3.1. Bounds Uniform in the Boundary Conditions

Often we are going to assume that our volume is large enough, so we set $N_{1}=\lfloor 8 / h+1\rfloor$. Let

$$
\begin{equation*}
\bar{H}_{V}^{h . \infty}(\varphi)=\frac{1}{2} \sum_{\substack{x, y \in V \\|x-y|=1}}|\varphi(x)-\varphi(y)|-\sum_{\substack{x \in V, y \in V c \\|x-y|=1}} \varphi(x)+h \sum_{x \in V} \varphi(x) \tag{3.1}
\end{equation*}
$$

Then we have, for all $J \in \delta V$,

$$
\begin{equation*}
(n-1)|\delta V|_{J}+H_{V}^{J . h .1}(\varphi) \geqslant H_{V}^{J . h . n}(\varphi) \geqslant(n-1)|\delta V|_{J}+\bar{H}_{V}^{h \infty}(\varphi) \tag{3.2}
\end{equation*}
$$

where $|\delta V|_{J}$ was defined in (1.5) and $J \in \delta V$ was defined in Section 1.2.
Proposition 3.1. Let $\beta, h>0, V=Q_{N}$ with $N \geqslant N_{1}=\lfloor 8 / h+1\rfloor$, and let $l(x) \geqslant 0$ for each $x \in V$. Then

$$
G_{N}(l) \equiv \sum_{\varphi \in \Omega V} \prod_{x \in V} \varphi(x)^{h(x)} \exp \left[-\beta \bar{H}_{V}^{h \infty}(\varphi)\right]<\infty
$$

Proof. We can write

$$
\bar{H}_{V}^{h, \infty}(\varphi)=H_{V}^{(h)}(\varphi)+H_{V}^{(\nu)}(\varphi)
$$

where

$$
H_{V}^{(h)}(\varphi)=\frac{1}{2} \sum_{\substack{x, y \in V \\|x-y|=1}}^{(h)}|\varphi(x)-\varphi(y)|-\sum_{\substack{x \in V, y \in V C \\|x-y|=1}}^{\sum_{i}^{(h)}} \varphi(x)+\frac{h}{2} \sum_{x \in V} \varphi(x)
$$

and the $\Sigma^{(h)}$ is the sum over all horizontal bonds $\left(H_{V}^{(v)}\right.$ is defined in the same way with vertical bonds replacing horizontal ones). By the Schwarz inequality

$$
\begin{aligned}
G_{N}(l) \leqslant & {\left[\sum_{\varphi \in \Omega_{V}} \prod_{x \in V} \varphi(x)^{\mu(x)} e^{-2 \beta H_{V}^{(\phi)}(\varphi)}\right]^{1 / 2} } \\
& \times\left[\sum_{\varphi \in \Omega V} \prod_{x \in V} \varphi(x)^{\mu(x)} e^{-2 \beta H_{V}^{(t)}(\varphi)}\right]^{1 / 2} \equiv\left[G_{N}^{(h)}(l) G_{N}^{(v)}(l)\right]^{1 / 2}
\end{aligned}
$$

Since both $G_{N}^{(h)}(l)$ and $G_{N}^{(v)}(l)$ factorize as product of one-dimensional partition functions, all we have to do, in order to prove the proposition, is to show that each of these factors is finite, i.e., that

$$
\begin{equation*}
\bar{G}_{N}(l)=\sum_{a \in \mathbb{Z}_{+}^{N}} \prod_{i=1}^{N} a_{i}^{l_{i}} e^{-2 \beta H_{N}(a)}<\infty \tag{3.3}
\end{equation*}
$$

where we have set

$$
\begin{equation*}
H_{N}(a)=-\left(a_{1}+a_{N}\right)+\sum_{i=1}^{N-1}\left|a_{i+1}-a_{i}\right|+\frac{h}{2} \sum_{i=1}^{N} a_{i} \tag{3.4}
\end{equation*}
$$

Notice that (3.3) is false if $N$ is small (just sum over all constant configurations). Let then

$$
\bar{a}=\min _{1 \leqslant i \leqslant N} a_{i}
$$

Then

$$
\sum_{i=1}^{N-1}\left|a_{i+1}-a_{i}\right| \geqslant\left(a_{1}+a_{N}\right)-2 \bar{a}
$$

and so, if $N \geqslant N_{1}$,

$$
H_{N}(a) \geqslant-2 \bar{a}+\frac{h}{4} N \bar{a}+\frac{h}{4} \sum_{i=1}^{N} a_{i} \geqslant \frac{h}{4} \sum_{i=1}^{N} a_{i}
$$

In this way we get

$$
\bar{G}_{N}(l)=\prod_{i=1}^{N} \sum_{a_{i}=1}^{\infty} a_{i}^{i} e^{-\beta h a_{i} / 2}<\infty
$$

Proposition 3.2. For each $\beta, h>0, s \geqslant 0$, there exist constants $b_{1}(\beta, h, s), b_{2}(\beta, h)>0$ such that for all $\Lambda \subset \subset \mathbb{Z}^{2}$, for all $J \in \delta \Lambda$, we have $\left[N_{1}(h)=\lfloor 8 / h+1\rfloor\right]:$
(i) For each $x \in A$ such that there exists a square $\Lambda^{\prime}=Q_{N_{1}}+y$, with $x \in A^{\prime} \subset \Lambda$ and for all $s \geqslant 0$,

$$
\sup _{\psi \in \Omega} \mathbf{E}_{A}^{J, h, \psi} \varphi(x)^{s} \leqslant b_{1}(\beta, h, s)
$$

(ii) For each $V \subset A$ such that there exists a square $\Lambda^{\prime}=Q_{N_{1}}+y$ with $V \subset \Lambda^{\prime} \subset \Lambda$

$$
\inf _{\psi \in \Omega} \mu_{A}^{J, h, \psi}\{\varphi(x)=1 \forall x \in V\} \geqslant b_{2}(\beta, h)
$$

Proof. By (1.7) and the FKG and Markov properties,

$$
\begin{aligned}
\mathbf{E}_{A}^{J, h, \psi} \varphi(x)^{s} & =\sum_{\psi^{\prime} \in \Omega} \mu_{A}^{J . h, \psi}\left(\psi^{\prime}\right) \mathbf{E}_{A}^{J, h, \psi^{\prime}} \varphi(x)^{s} \\
& \leqslant \sup _{\psi^{\prime} \in \Omega} \mathbf{E}_{A^{\prime}}^{J, h \psi^{\prime}} \varphi(x)^{s}=\sup _{n \in \mathbb{Z}_{+}} \mathbf{E}_{A^{\prime}, h . n} \varphi(x)^{s} \\
& \leqslant\left\{\sum_{\varphi \in \Omega_{A}} \exp \left[-\beta H_{A^{\prime}}^{J, h^{\prime} 1}(\varphi)\right]\right\}^{-1} \sum_{\varphi \in \Omega_{A^{\prime}}} \varphi(x)^{s} \exp \left[-\beta \bar{H}_{A^{\prime}}^{h_{0} \infty}(\varphi)\right] \\
& \leqslant b_{1}(\beta, h, n)
\end{aligned}
$$

where we have used (3.2) and Proposition 3.1. The proof of the second statement is similar:

$$
\begin{aligned}
\mu_{A}^{J, h, \psi} & \{\varphi(x)=1 \forall x \in V\} \\
& =\sum_{\psi^{\prime} \in \Omega} \mu_{A}^{J . h . \psi}\left(\psi^{\prime}\right) \mu_{A^{\prime}}^{J . h, \psi^{\prime}}\{\varphi(x)=1 \forall x \in V\} \\
& \geqslant \inf _{\psi^{\prime} \in \Omega} \mu_{A^{\prime}}^{J, \psi^{\prime}}\left\{\varphi(x)=1 \forall x \in \Lambda^{\prime}\right\}=\inf _{n \in \mathbb{Z}_{+}} \mu_{A^{\prime}}^{J, h n}\left\{\varphi(x)=1 \forall x \in \Lambda^{\prime}\right\} \\
& \geqslant\left\{\sum_{\varphi \in \Omega_{A^{\prime}}} \exp \left[-\beta \bar{H}_{A^{\prime}}^{h_{n}}(\varphi)\right]\right\}^{-1} \exp \left(-\beta h\left|\Lambda^{\prime}\right|\right)=b_{2}(\beta, h)
\end{aligned}
$$

### 3.2. The Peierls Argument

We present here two inequalities which we will use several times, and which can be morally ascribed to Peierls.

Proposition 3.3. Let $\Omega$ be any countable set and let $w: \Omega \mapsto[0, \infty)$ be such that $Z=\sum_{i \in \Omega} w(i)<\infty$. Define a probability measure $\mu$ on $\Omega$ by setting

$$
\mu(X)=\frac{\sum_{i \in X} w(i)}{Z}, \quad X \subset \Omega
$$

Assume there exists an arbitrary set $\tilde{\Omega}$, with weights $\bar{w}: \tilde{\Omega} \mapsto[0, \infty)$ and two maps $f: \Omega \mapsto \bar{\Omega}, g: \Omega \mapsto \Omega$ such that:

1. $f(i)=f(j)$ and $g(i)=g(j)$ implies $i=j$.
2. $w(i) \leqslant \bar{w}(f(i)) w(g(i))$ for each $i \in \Omega$.

Then, if $X \subset \Omega$,

$$
\begin{aligned}
& \text { (i) } \mu(X) \leqslant \mu(g(X)) \sum_{j \in f(X)} \bar{w}(j) \\
& \text { (ii) } \mu(X) \leqslant \sup _{i \in \Omega} \sum_{j \in f\left(X \cap g^{-1}(i)\right)} \bar{w}(j)
\end{aligned}
$$

Remark. Notice that $f$ and $g$ need to be defined only on $X$ and not on the whole space $\Omega$.

Proof. In fact we have

$$
\begin{aligned}
\mu(X) & =\sum_{j \in f(X)} \sum_{i \in X: f(i)=j} \mu(i) \\
& \leqslant \sum_{j \in f(X)} \sum_{i \in X: f(i)=j} \mu(i) \leqslant \sum_{j \in f(X)} \bar{w}(j) \sum_{i \in X: f(i)=j} \mu(g(i)) \\
& \leqslant \mu(g(X)) \sum_{j \in f(X)} \bar{w}(j)
\end{aligned}
$$

where we have used property 2 in the first inequality and property 1 in the second one. Analogously

$$
\mu(X) \leqslant \sum_{i \in g(X)} \mu(i) \sum_{j \in X: g(j)=i} \bar{w}(f(j)) \leqslant \sup _{i \in \Omega} \sum_{m \in f\left(X \cap g^{-1}(i)\right)} \bar{w}(m)
$$

An immediate consequence of previous proposition is the following.
Proposition 3.4. Let $\beta, h>0, V \subset \subset \mathbb{Z}^{2}$ simply connected, and $k \in \mathbb{Z}_{+}$. Then for any $J$ and any $\left\{\Gamma_{1}, \ldots, \Gamma_{s}\right\} \subset \operatorname{Con}(V, k)$ we have

$$
\begin{aligned}
\mu_{V}^{J} h^{\prime, k} & \left\{\varphi \in \Omega_{V}:\left\{\Gamma_{1}, \ldots, \Gamma_{s}\right\} \subset \mathscr{A}^{\varphi}\right\} \\
& \equiv \bar{\mu}_{V}^{J . h, k}\left\{\mathscr{A}:\left\{\Gamma_{1}, \ldots, \Gamma_{s}\right\} \subset \mathscr{A}\right\} \leqslant \prod_{i=1}^{s} \tilde{w}_{J, h}\left(\Gamma_{i}\right)
\end{aligned}
$$

where $A^{\varphi \mid}$ is the collection of contours $\mathscr{A}$ such that $\mathscr{A} \sim \varphi_{l}\left[\varphi_{l}\right.$ was defined right before (2.8)].

Proof. Take as Peierls maps $f(\mathscr{A})=\left\{\Gamma_{1}, \ldots, \Gamma_{s}\right\}$ and $g(A)=$ $\mathscr{A} \backslash\left\{\Gamma_{1}, \ldots, \Gamma_{s}\right\}$. Choose

$$
\bar{w}(f(\mathscr{A}))=\prod_{i=1}^{s} \tilde{w}_{J, h}\left(\Gamma_{i}\right)
$$

Use the representation on the LHS of (2.11) for the partition function and notice that

$$
\Pi(\mathscr{A}) \subset \Pi\left(g(\mathscr{A})_{\partial}\right)
$$

Both 1 and 2 in Proposition 3.3 then follow.

### 3.3. The Distribution of $\varphi$ When $h \in I_{K}(\beta)$

We want to prove the following:
Proposition 3.5. Let $\beta$ be large enough and $h \in I_{k}(\beta)$ with $1 \leqslant k \leqslant 2 k_{\max }\left(k_{\max }=\left\lfloor e^{\beta \zeta / 20}\right\rfloor\right)$. Let $V \subset \subset \mathbb{Z}^{2}$ be simply connected. Assume that $H(V, t)$ holds for $J$ with $t \geqslant \zeta \equiv 1000^{-1}$. Let $U \subset V$ be such that

$$
\begin{equation*}
|U \cap \bar{\gamma}| \leqslant|\tilde{\gamma}|, \quad \forall \gamma \in C(V, k) \tag{3.5}
\end{equation*}
$$

Then, for all $c>\zeta$,

$$
\mu_{V}^{J, h, k}\left\{\varphi \in \Omega_{V}: \sum_{x \in U}|\varphi(x)-k| \geqslant c|U|\right\} \leqslant e^{-\beta r c|U| / S}
$$

Proof. For each $\Gamma \in C_{c}^{*}(V, k)$ we define:

- $\Gamma_{e, U}$ is the set of all $\gamma \in \Gamma$ such that $\bar{\gamma} \subset \bar{\gamma}^{\prime}$ for some elementary $\gamma^{\prime}$ with $\bar{\gamma}^{\prime} \cap U \neq \varnothing\left(\gamma^{\prime}\right.$ may coincide with $\gamma$; notice that $\gamma$ itself does not have to intersect $U$ ).
- $\Gamma_{l, U}$ is the set of all $\gamma \in \Gamma_{l}$ such that $\bar{\gamma} \cap U \neq \varnothing$ and $I(\gamma) \neq k$.

If $\varphi \in \Omega_{V}$, we let $\Gamma^{\varphi} \in C_{c}^{*}(V, k)$ be such that $\varphi \sim \Gamma^{\varphi}$. Then we have, using also (3.5),

$$
\begin{aligned}
& \sum_{x \in U}|\varphi(x)-k| \leqslant \sum_{x \in U} \sum_{\substack{\gamma \in \Gamma^{\varphi}: \bar{j} \geqslant x \\
I\left(\gamma^{\prime}\right) \neq k}} L(\gamma) \leqslant \sum_{\gamma \in \Gamma^{\Phi}: I(\gamma) \neq k}|\bar{\gamma} \cap U| L(\gamma) \\
& \leqslant \sum_{\gamma \in \Gamma_{l, U}^{\varphi}}|\tilde{\gamma}| L(\gamma)+\sum_{\gamma \in \Gamma_{\ell, U}^{\varphi}}|\tilde{\gamma}| L(\gamma)
\end{aligned}
$$

Hence

$$
\begin{align*}
\mu_{V}^{J, h, k}\left\{\sum_{x \in U}|\varphi(x)-k| \geqslant c|U|\right\} \leqslant & \mu_{V}^{J, h, k}\left\{\sum_{\gamma \in \Gamma_{h . U}^{\varphi}}|\tilde{\gamma}| L(\gamma) \geqslant \frac{c}{2}|U|\right\} \\
& +\mu_{V}^{J . h . k}\left\{\sum_{\gamma \in \Gamma_{c, U}^{p}}|\tilde{\gamma}| L(\gamma) \geqslant \frac{c}{2}|U|\right\}=\mu_{1}+\mu_{2} \tag{3.6}
\end{align*}
$$

where $\mu_{1}$ and $\mu_{2}$ are defined in the obvious way. To evaluate the first term we observe that if

$$
\sum_{\gamma \in \Gamma_{l, U}^{q}}|\tilde{\gamma}| L(\gamma) \geqslant \frac{c}{2}|U|
$$

then, by regarding $\Gamma_{l}^{\varphi}$ as a collection of contours $\mathscr{A}^{\varphi_{1}}$, there exists $s=1, \ldots,|U|$ and a collection of contours $\left\{\Gamma_{1}, \ldots, \Gamma_{s}\right\} \subset \mathscr{A}^{\varphi /}$ such that:
(i) $v\left(\Gamma_{i}\right) \cap U \neq \varnothing$ for $i=1, \ldots, s$.
(ii) $\quad \sum_{i=1}^{s} p\left(\Gamma_{i}\right) \geqslant c|U| / 2$.

## Here

$$
p\left(\Gamma_{i}\right)=\sum_{\gamma \in \Gamma_{i}}|\tilde{\gamma}| L(\gamma)
$$

By Proposition 3.4, we find

$$
\mu_{1} \leqslant \sum_{s=1}^{|U|} \sum_{\left\{\Gamma_{1} \ldots, \Gamma_{s}\right\} \in \operatorname{Con}(V, k)}^{\prime} \prod_{i=1}^{\prime} \tilde{w}_{J, h}\left(\Gamma_{i}\right)
$$

where $\Sigma^{\prime}$ means the sum must be taken over all collections of contours satisfying (i) and (ii). Now we can use Corollary 2.8, Proposition 2.9 (see the following Remark 3), and the hypothesis on $J$, and get

$$
\begin{align*}
\mu_{1} \leqslant & \exp \left(-\frac{c}{4} t \beta|U|\right) \sum_{s=1}^{|U|}\binom{|U|}{s} \\
& \times\left\{\sup _{x \in U} \sum_{\substack{\operatorname{Con}(V \cdot k) \\
\Gamma \ni x x}} \prod_{\gamma \in \Gamma} \exp \left[-\frac{\beta}{3}|\tilde{\gamma}|, L(\gamma)-\frac{1}{2} \beta h|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]\right\}^{s} \\
& \leqslant \exp \left(-\frac{c}{4} t \beta|U|\right) \sum_{s=1}^{|U|}\binom{|U|}{s} \exp \left(-\frac{2}{9} \beta t s\right) \\
\leqslant & {\left[\exp \left(-\frac{c}{4} t \beta|U|\right)\right] 2^{|U|} } \tag{3.7}
\end{align*}
$$

To evaluate $\mu_{2}$, we write instead

$$
\hat{Z}^{k}\left(V, w_{J, h}\right)=\sum_{\Gamma \in C_{*^{*}}(V, k)} \prod_{\gamma \in \Gamma} w_{J, h}(\gamma)
$$

Now we use the Peierls argument with $f(\Gamma)=\Gamma_{e, U}, g(\Gamma)=\Gamma \backslash \Gamma_{e, U}$ (these are well defined), and $\bar{w}\left(\Gamma_{e, U}\right)=\prod_{\gamma \in \Gamma_{c}, U} w_{J, h}(\gamma)$. By Proposition 3.3 we get

$$
\mu_{2} \leqslant \sup _{\Gamma^{\prime} \in C_{c}^{(V, k)}} \sum_{\substack{\Gamma \in C_{c}^{*}(V, k) \\ \Gamma \backslash \Gamma_{a}, U=\Gamma^{\prime}}}^{\prime} \prod_{\substack{ \\\hline} \Gamma_{a, U}} w_{J, h}(\gamma)
$$

where $\sum^{\prime}$ means that the sum is restricted to those $\Gamma$ such that

$$
\sum_{\gamma \in \Gamma_{e, U}}|\tilde{\gamma}| L(\gamma) \geqslant \frac{c}{2}|U|
$$

For each collection of positive integers $n=\{n(x)\}_{x \in U}$ we define $Y(n)$ as the set of all $\Gamma$ such that
(a) $\Gamma$ is a compatible collection of elementary cylinders.
(b) $\bar{\gamma} \cap U \neq \varnothing$ for each $\gamma \in \Gamma_{\text {ext }}$.
(c) If $\gamma \in \Gamma_{\text {ext }}$ and $\bar{\gamma} \ni x$ for some $x \in U$, then $E(\gamma)=n(x)$.
(d) $\quad \sum_{\gamma \in \Gamma}|\tilde{\gamma}| L(\gamma) \geqslant c|U| / 2$.

Then it is clear that

$$
\begin{equation*}
\mu_{2} \leqslant \sup _{n} \sum_{\Gamma \in Y(n)} \prod_{\gamma \in \Gamma} w_{J, h}(\gamma) \tag{3.8}
\end{equation*}
$$

Since diam $|\hat{\gamma}| \leqslant \vartheta=e^{\beta \zeta / 10}$, we have $\beta h|\bar{\gamma}| \leqslant \beta h \vartheta^{2} \leqslant 1$, so

$$
w_{J, h}(\gamma) \leqslant \exp \left[-(\beta-1)|\tilde{\gamma}|_{J} L(\gamma)\right]
$$

Because of this, the fact that $H(V, t)$ holds for $J$, and property (d) of $Y(n)$, we get

$$
\begin{equation*}
\sum_{\Gamma \in Y(n)} \prod_{\gamma \in \Gamma} \cdot w_{J, h}(\gamma) \leqslant e^{-(c / 4) r(\beta-1)|U|} \sum_{\Gamma \in Y(n)} \prod_{\gamma \in \Gamma} e^{-(\beta-1)}|\tilde{\gamma}|_{J} L(\gamma) / 2 \tag{3.9}
\end{equation*}
$$

We perform the sum in the following way. Since the level of the external cylinders is fixed, an element $\Gamma \in Y(n)$ is completely determined by a set of bases $\{\tilde{\gamma}\}$, signs $\{S(\gamma)\}$, and heights $\{L(\gamma)\}$ (some choices of the above quantities may not correspond to a compatible set of cylinders, but if we
sum over all of them, we get an upper bound). After we sum over the possible values of $\{S(\gamma)\}$ and $\{L(\gamma)\}$, we get

$$
\begin{equation*}
\sum_{\Gamma \in Y(n)} \prod_{\gamma \in \Gamma} w_{J, h}(\gamma) \leqslant e^{-(c / 4)(\beta-1)| | U_{\mid}} \sum_{\hat{\gamma j\}}}^{\prime} \prod_{\hat{\eta} \in\{\hat{\gamma}\}} e^{-\beta|\tilde{\eta}| / / 3} \tag{3.10}
\end{equation*}
$$

where $\Sigma^{\prime}$ means that $\{\tilde{\gamma}\}$ is the set of bases of some $\Gamma \in Y(n)$. In order to sum over all $\{\tilde{\gamma}\}$ we first fix the external ones and get

$$
\begin{equation*}
\sum_{\{\tilde{y} \mid}^{\prime} \prod_{\tilde{y} \in\{\tilde{y}\}} e^{-\beta \mid \tilde{\tilde{y} \mid / 3}} \leqslant \sum_{\substack{|\hat{\eta}| \\ \text { external }}} \prod_{\tilde{y} \in\{\tilde{y}\}} e^{-\beta|\tilde{y}| / 3} B(\tilde{y}) \tag{3.11}
\end{equation*}
$$

where, using Proposition A1.2 and the subsequent Remark,

$$
\begin{aligned}
B(\tilde{\gamma})= & \sum_{\substack{\left\{\bar{y}^{\prime} ; \tilde{\gamma}^{\prime} \in \overline{\gamma^{\prime}} \\
\text { foreach }\right\}}} \prod_{\overrightarrow{\gamma^{\prime}} \in\left\{\tilde{y}^{\prime}\right\}} e^{-\beta\left|\tilde{y}^{\prime}\right| / 3} \\
& \exp \left[|\bar{\gamma}| e^{-t \beta}\right] \leqslant \exp \left[\vartheta^{2} e^{-t \beta}\right] \leqslant \exp \left[e^{-t \beta / 2}\right] \leqslant 3
\end{aligned}
$$

Substituting back in the previous equation, we obtain

$$
\begin{equation*}
\text { LHS of }(3.11) \leqslant \sum_{\substack{\{\vec{j}\} \\ \text { exinal }}}^{\prime} \prod_{\bar{p} \mid \hat{p}\}} e^{-\beta|\vec{j}| / 4} \tag{3.12}
\end{equation*}
$$

Because the $\{\tilde{\gamma}\}$ are external, their interiors $\{\bar{\gamma}\}$ are pairwise disjoint. This, together with property (b) of $Y(n)$, allows us to use Proposition A1.2 (and the subsequent Remark), which, since $|\tilde{\gamma}|_{J} \geqslant t|\tilde{\gamma}|$ and $|\tilde{\gamma}| \geqslant 4$, implies

$$
\sum_{\substack{\{\hat{j}\} \\ \text { exxernat }}}^{\prime} \prod_{\tilde{j} \in\{\hat{y}\}} e^{-\beta|\vec{j}| / 4} \leqslant \exp \left[|U| e^{-(3 / 4) \beta t}\right]
$$

Combining this with (3.8) and (3.10)-(3.12) and using $c \geqslant \zeta$, we get

$$
\mu_{2} \leqslant \exp \left[-\frac{c}{4} t(\beta-1)|U|+|U| e^{-(3 / 4) \beta t}\right] \leqslant \exp \left[-\frac{c}{4} t(\beta-2)|U|\right]
$$

which, together with (3.6), (3.7) gives the proposition.
A straightfoward consequence of the previous proposition is the following result.

Proposition 3.6. Let $\beta, h, V$, and $J$ be as in Proposition 3.5. Then

$$
\mathbf{E}_{V}^{J, h, k}|\varphi(x)-k| \leqslant e^{-\beta / 4}, \quad \forall x \in V
$$

## 4. CLUSTER EXPANSION

### 4.1. Main Results

Propositions 2.1 and 2.6 say that if $V$ is a simply connected finite volume, then the partition function can be written as

$$
Z^{J . h, k}(V)=e^{-\beta h k|V|} \hat{Z}^{k}\left(V, w_{J . h}\right)=e^{-\beta h k|V|} \sum_{\Gamma \in C_{W}^{*}(V, k)} \prod_{\gamma \in \Gamma} \tilde{w}_{J, h}(\gamma)
$$

where the renormalized weights are given by (2.6). We want to show that for each integer $k \geqslant 1$ there exists $h_{k}^{*}(\beta) \in\left[h_{k+1}^{+}(\beta), h_{k}^{-}(\beta)\right]$ such that $Z^{k}$ has a cluster expansion for $h \in\left[h_{k}^{*}(\beta), h_{k-1}^{*}(\beta)\right]$ (when $k=1$ we prove cluster expansion for $\left.h \in\left[h_{1}^{*}(\beta), h_{1}^{+}(\beta)\right]\right)$. In particular, if $h=h_{k}^{*}(\beta)$, then both $\hat{Z}^{k}$ and $\hat{Z}^{k+1}$ have a cluster expansion which implies the existence of at least two distinct Gibbs measures.

Given a cylinder $\gamma$, we define its truncated weights in the spirit of Zahradnik's version ${ }^{(21)}$ of the Pigorov-Sinai theory

$$
w_{J, h}^{\operatorname{tr}}(\gamma)=\tilde{w}_{J, h}(\gamma) \wedge \exp \left[-\frac{\beta}{2}|\tilde{\gamma}|_{J} L(\gamma)\right]
$$

A cylinder $\gamma$ is called stable if $w_{J, h}^{\operatorname{tr}}(\gamma)=\tilde{w}_{J, h}(\gamma)$. Accordingly, we define the truncated partition function

$$
Z_{\mathrm{tr}}^{J, h, n}(V)=e^{-\beta h n|V|} \hat{Z}_{\mathrm{tr}}^{n}\left(V, w_{J, h}\right)=e^{-\beta h n|V|} \sum_{\Gamma \in C_{k=*}(V, n)} \prod_{\gamma \in \Gamma} w_{J, h}^{\mathrm{tr}}(\gamma)
$$

and the truncated free energy

$$
\begin{equation*}
f_{\mathrm{tr}}^{n}(\beta, h)=\lim _{N \rightarrow \infty}\left|Q_{N}\right|^{-1} \log Z_{\mathrm{tr}}^{h, n}\left(Q_{N}\right) \tag{4.1}
\end{equation*}
$$

[remember that absence of the superscript $J$ means $J(x, y)=1$ for all $x, y$ ]. Let

$$
\begin{equation*}
a_{k}(\beta, h)=f_{\mathrm{tr}}^{k}(\beta, h)-f_{\mathrm{tr}}^{k+1}(\beta, h) \tag{4.2}
\end{equation*}
$$

The main results in this section are the following.
Theorem 4.1. Let $\beta$ be large enough, $V \subset \subset \mathbb{Z}^{2}$ simply connected, and let $J$ be such that $H(V, t)$ holds with $t \geqslant 10 \zeta\left(\zeta=1000^{-1}\right)$. If $1 \leqslant k \leqslant k_{\max }=\left\lfloor e^{\beta \zeta / 20}\right\rfloor$, then:
(i) There exists a unique $h_{k}^{*}(\beta) \in\left[h_{k+1}^{+}(\beta), h_{k}^{-}(\beta)\right]$ such that $a_{k}\left(\beta, h_{k}^{*}(\beta)\right)=0$.
(ii) If $h \in\left[h_{k}^{*}(\beta), h_{k}^{+}(\beta)\right]$, then all cylinders $\gamma \in C(V, k)$ are stable.
(iii) If $h \in\left[h_{k+1}^{+}(\beta), h_{k}^{*}(\beta)\right]$, then all cylinders $\gamma \in C(V, k+1)$ are stable.
(iv) If $h \in\left[h_{k+1}^{+}(\beta), \quad h_{k}^{-}(\beta)\right]$, then all cylinders $\gamma \in C(V, k) \cup$ $C(V, k+1)$ with diam $\tilde{\gamma} \leqslant\left|a_{k}(\beta, h)\right|^{-1}$ are stable.

Remark. The typical situation with regard to $J$ is $J=1$ everywhere with the possible exception of the boundary of a square $A$, where $\sum_{c^{*} \in \delta \Lambda} J(e) \geqslant t|\delta \Lambda|$ holds.

Corollary 4.2. Under the same hypotheses,

$$
\left|\log Z^{J, h_{k}^{*}(\beta), k+1}(V)-\log ^{J, h_{k}^{*}(\beta), k}(V)\right| \leqslant|\delta V| e^{-\beta \zeta / 4}
$$

The third and last result needs some definitions. Given $\varphi \in \Omega$, we get

$$
\sigma(x)=\operatorname{sign}(\varphi(x)-k-1 / 2)
$$

and, for $U \subset \subset \mathbb{Z}^{2}$,

$$
\begin{aligned}
& M_{U}(\sigma)=M_{U}(\sigma(\varphi))=\sum_{x \in U} \sigma(x) \\
& m_{U}(\sigma)=m_{U}(\sigma(\varphi))=|U|^{-1} M_{U}(\sigma)
\end{aligned}
$$

Then we have
Corollary 4.3. Under the hypotheses of Theorem 4.1, if $U \subset V$ is such that

$$
\begin{equation*}
|U \cap \bar{\alpha}| \leqslant \frac{1}{2}|\alpha| \quad \text { for all } \quad \alpha \in C_{B}(V) \tag{4.3}
\end{equation*}
$$

then, for $m$ such that $\zeta<m<1-\zeta$, we have

$$
\begin{aligned}
& \mu_{V}^{h_{k}^{*}(\beta), k}\left\{m_{U}(\varphi) \geqslant-m\right\} \leqslant e^{-4 \beta t(1-m)|U| / 9} \\
& \mu_{V}^{\mu_{V}^{*}(\beta), k+1}\left\{m_{U}(\varphi) \leqslant m\right\} \leqslant e^{-4 \beta t(1-m)|U| / 9}
\end{aligned}
$$

### 4.2. General Results in Cluster Expansion Theory

Before proving Theorem 4.1 we present some standard results in cluster expansion theory adapted to our cylinder model. For this purpose, given a set of weights

$$
z: \quad C\left(\mathbb{Z}^{2}, k\right) \mapsto \mathbb{C}
$$

and an arbitrary finite subset $\xi$ of $C\left(\mathbb{Z}^{2}, k\right)$, we consider a generic partition function

$$
\mathscr{Z}(\xi, z)=\sum_{\substack{\Gamma \in \mathbb{C}_{\Gamma^{\prime}}^{*}\left(\mathbb{Z}^{2}, k\right) \\ \Gamma<\xi}} \prod_{\gamma^{\prime} \in \Gamma} z(\gamma)
$$

(one should think of $z$ as of the renormalized weight). A finite subset $\xi$ of $C\left(\mathbb{Z}^{2}, k\right)$ is called a cluster if it cannot be decomposed into a union of two nonempty subsets $\xi=\xi_{1} \cup \xi_{2}$, such that every cylinder in $\xi_{1}$ is weakly compatible with every cylinder in $\xi_{2}$.

For $\xi$ a finite subset of $C\left(\mathbb{Z}^{2}, k\right)$, we let

$$
\begin{equation*}
\|\xi\|=\sum_{\gamma \in \xi}|\tilde{\gamma}| L(\gamma), \quad \tilde{\xi}=\bigcup_{\gamma \in \xi} \tilde{\gamma}, \quad \bar{\xi}=\bigcup_{\gamma \in \xi} \bar{\gamma} \tag{4.4}
\end{equation*}
$$

With a little abuse of notation we also set, for each $V \subset \subset \mathbb{Z}^{2}$,

$$
\mathscr{Z}(V, z)=\mathscr{Z}(C(V, k), z)
$$

[ $C(V, k)$ is an infinite set, but this will not cause any problem].
Theorem 4.4. Let $c>0$. There exists $\beta_{0}(c)$ such that if $\beta \geqslant \beta_{0}(c)$ and

$$
|z(\gamma)| \leqslant e^{-c \beta \mid \bar{y} L(\gamma)} \quad \forall \gamma \in C\left(\mathbb{Z}^{2}, k\right)
$$

then, if $V$ is any finite subset of $\mathbb{Z}^{2}$, we have:

1. $\mathscr{Z}(\xi, z) \neq 0$ for all $\xi \subset \subset C\left(\mathbb{Z}^{2}, k\right)$ and $\mathscr{Z}(V, z) \neq 0$.
2. The following relations hold:

$$
\begin{aligned}
& \log \mathscr{Z}(\xi, z)=\sum_{\xi^{\prime} \subset \xi} \Phi^{T}\left(\xi^{\prime}, z\right) \quad \forall \xi \subset \subset C\left(\mathbf{Z}^{2}, k\right) \\
& \log \mathscr{Z}(V, z)=\sum_{\xi \subset \subset C(V . k)} \Phi^{T}(\xi, z)
\end{aligned}
$$

where $\Phi^{T}(\xi, z)=0$ unless $\xi$ is a cluster, in which case

$$
\Phi^{T}(\xi, z)=\sum_{\xi^{\prime} \in \xi}(-1)^{|\xi|-\left|\xi^{\prime}\right|} \log \mathscr{Z}\left(\xi^{\prime}, z\right)
$$

3. Denoting by $[\gamma]$ the set of all cylinders in $C\left(\mathbb{Z}^{2}, k\right)$ which are not weakly compatible with $\gamma$, we have

$$
\sum_{\substack{\left.\xi \subset C \subset C \mathbb{Z}^{2}, k\right) \\ \xi \cap[\gamma] \neq \varnothing}}\left|\Phi^{T}(\xi, z)\right| e^{3 \cdot \beta\|\xi\| / 4} \leqslant \frac{1}{100}|\tilde{\gamma}| \quad \forall \gamma \in C\left(\mathbb{Z}^{2}, k\right)
$$

4. For each dual edge $e^{*}$,

$$
\sum_{\substack{\xi \subset \subset \subset\left(\mathbb{Z}^{2}, k\right) \\ \xi \xi \exists e^{*}}}\left|\Phi^{T}(\xi, z)\right| e^{3 c \beta\|\xi\| / 4} \leqslant 1
$$

5. If, for any finite volume $A$, we set

$$
\Phi^{k}(\Lambda, z)=\sum_{\substack{\xi \subset \subset C\left(Z^{2}, k\right) \\ \bar{\xi}=A}} \Phi^{T}(\xi, z)
$$

then

$$
\log \mathscr{Z}(V, z)=\sum_{A \in V} \Phi^{k}(\Lambda, z)
$$

and $\left|\Phi^{k}(A, z)\right| \leqslant \exp \left[-\frac{2}{3} c \beta K(A)\right]$, where

$$
K(\Lambda) \equiv \min \{\|\xi\|: \xi \text { is a cluster and } \bar{\xi}=\Lambda\} \geqslant|\delta \Lambda|
$$

6. The following relation holds:

$$
\sum_{\substack{A \in c \\ \Lambda \ni x . K(\Lambda) \geqslant s}}\left|\Phi^{k}(\Lambda, z)\right| \leqslant e^{-c \beta s / 2}
$$

7. If the weights $z(\gamma)$ are translation invariant, then

$$
|\log \mathscr{Z}(V, x)-|V| f(z)| \leqslant|\delta V| e^{-2 c \beta}
$$

where

$$
f(z)=\sum_{0 \in A \subset \subset \mathbb{Z}^{2}} \frac{\Phi^{k}(\Lambda, z)}{|\Lambda|}
$$

Remarks. Statements $1-3$ follow from the Kotecky and Preiss cluster expansion theory, ${ }^{(11)}$ after having checked that their hypothesis (1) in the main theorem is satisfied with $a(\gamma)=|\tilde{\gamma}| / 100$ and $d(\gamma)=\frac{3}{4} \beta c|\tilde{\gamma}| L(\gamma)$. The only problem here is that $C(V, k)$ is an infinite set, so one first defines

$$
\mathscr{Z}_{n}(V, z)=\sum_{\substack{\Gamma \in C_{n}^{*}(V, k) \\ L(\gamma) \leqslant n, \forall \gamma \in \Gamma}} \prod_{\gamma \in \Gamma} z(\gamma)
$$

proves 1 and 2 for $\mathscr{Z}_{n}$ and then extends it to $\mathscr{Z}$ taking the $n \rightarrow \infty$ limit. Statements 4-7 follow from the first three (see, for instance, ref. 5).

### 4.3. Preliminary Results

We give now some results which will be needed in the proof of Theorem 4.1.

Sometimes it will be useful to modify the strength of the interaction $J$ at the boundary of a certain volume $V$, so, given $J$ and a real number $b$, we define

$$
\bar{J}(b, \delta V)(x, y)= \begin{cases}b J(x, y) & \text { if }[x, y]^{*} \in \delta V \\ J(x, y) & \text { otherwise }\end{cases}
$$

Proposition 4.5. Let $\beta, h>0, \quad V \subset \subset \mathbb{Z}^{2}, \quad 0<b<1$, and let $\bar{J}=\bar{J}(b, \delta V)$. Then for all $m, n \in \mathbb{Z}_{+}$,

$$
\frac{Z^{J, h, n}(V)}{Z^{J, h, m}(V)} \leqslant \exp \left[\left(b \beta|n-m|+(1-b) \beta \sup _{x \in \partial V} \mathbf{E}_{V}^{J, h, m}|\varphi(x)-m|\right)|\delta V|_{J}\right]
$$

Proof. In fact

$$
\frac{Z^{J, h, n}(V)}{Z^{J, h, m}(V)} \leqslant \frac{Z^{J, h . n}(V)}{Z^{J . h . m}(V)} \leqslant \exp \left[\beta \sum_{[x, y]^{*} \in \delta V} \bar{J}(x, y)|n-m|\right] \frac{Z^{J . h, m}(V)}{Z^{J, h, m}(V)}
$$

But

$$
\sum_{[x, y]^{*} \in \delta V} \bar{J}(x, y)=b|\delta V|_{J}
$$

and

$$
H_{V}^{J, h, m}(\varphi)-H_{V}^{J h, m m}=\sum_{[x, y] * \in \delta V: x \in V} J(x, y)(1-b)|\varphi(x)-m|
$$

So, by the Jensen inequality,

$$
\begin{aligned}
\frac{Z^{J, h, m}(V)}{Z^{J, h, m}(V)} & =\left(\frac{Z^{J, h, m}(V)}{Z^{J, h, m}(V)}\right)^{-1} \\
& =\left[\mathbf{E}_{V}^{J, h, m} \exp \left[-\beta\left(H_{V}^{J h, m}(\varphi)-H_{V}^{J, h, m}(\varphi)\right)\right]^{-1}\right. \\
& \leqslant \exp \mathbf{E}_{V}^{J, h, m}\left(\beta H_{V}^{J, h m}(\varphi)-\beta H_{V}^{J, h, m m}(\varphi)\right) \\
& \leqslant \exp \left[\beta(1-b)|\delta V|_{J}^{J} \sup _{x \in \partial V} \mathbf{E}_{V}^{J, h, m m}|\varphi(x)-m|\right]
\end{aligned}
$$

Proposition 4.6. Let $\beta$ be large enough and $h \in I_{k}(\beta)$ with $1 \leqslant k \leqslant 2 k_{\max }$. If $V$ is a simply connected finite volume and $H(V, 10 \zeta)$ holds for $J$, then, for each $n>0$,

$$
\frac{Z^{J, h, n}(V)}{Z^{J, h, k}(V)} \leqslant e^{0.11 \beta|n-k||\delta V| J}
$$

Proof. Let $\bar{J}=\bar{J}(b, \delta V)$ with $b=1 / 10$. Then $H(V, \zeta)$ holds for $\bar{J}$, so, by Proposition 3.6,

$$
\mathbf{E}_{V}^{J, h, k}|\varphi(x)-k| \leqslant \frac{1}{100} \quad \forall x \in V
$$

Apply now Proposition 4.5.
The previous result "almost" says that, if $h \in I_{k}(\beta)$, then cylinder starting from level $k$ are stable. Unfortunately, in the renormalized weight there is a quotient of "signed" partition functions. So we want to express "signed" partition functions in terms of unsigned ones.

Proposition 4.7. For any cylinder $\gamma$, if we let $\bar{\gamma}_{x}=\vec{\gamma} \backslash\{x\}$, then:
(a) $Z^{J, h . n}(\bar{\gamma}, \pm) \leqslant \sum_{x \in \bar{\partial} \bar{\gamma}} Z^{J, h, n}\left(\bar{\gamma}_{x}\right)$
(b) $Z^{J, h, n}(\bar{\gamma},+) \geqslant e^{-\beta h n} \sup _{x \in \bar{\partial} \bar{\gamma}} Z^{J, h, n}\left(\bar{\gamma}_{x}\right) \prod_{y \in \overline{\bar{\gamma}} \overline{\bar{\gamma}}|x|} \mu_{\bar{\gamma}_{x}}^{J, n, n}\{\varphi(y) \geqslant n\}$
(c) $Z^{J, h, n}(\bar{\gamma},-) \geqslant e^{-\beta h n} \sup _{x \in \bar{\partial}_{\bar{\gamma}}} Z^{J, h, n}\left(\bar{\gamma}_{x}\right) \prod_{y \in \overline{\bar{\gamma}} \bar{\lambda}\{x\}} \mu_{\bar{\gamma}_{\bar{x}}, h, n}^{J}\{\varphi(y) \leqslant n\}$

Proof. (a) By (2.3)

$$
\begin{equation*}
\frac{Z^{J, h, n}(\bar{\gamma},+)}{Z^{J, h, n}(\bar{\gamma})}=\mu_{\bar{\gamma}}^{J, h, n}\left(\Omega_{\stackrel{\rightharpoonup}{\gamma}}^{n,+}\right) \tag{4.5}
\end{equation*}
$$

If we call $X$ the RHS of (4.5), then

$$
\begin{aligned}
X & \leqslant \mu_{\bar{\gamma}}^{J, h, n}\left\{\varphi \in \Omega_{V}: \exists x \in \bar{\partial} \bar{\gamma}, \varphi(x)=n\right\} \\
& \leqslant \sum_{x \in \bar{\gamma}, \bar{\gamma}} \mu_{\bar{\gamma}}^{J, h, n}\{\varphi(x)=n\} \\
& =\left(Z^{J, h, n}(\bar{\gamma})\right)^{-1} \sum_{x \in \overline{\partial_{\bar{\gamma}}}} \sum_{\substack{\varphi \in \Omega_{\bar{x}_{x}} \\
\varphi(x)=n}} \exp \left[-\beta H_{\bar{\gamma}}^{J, h, n}(\varphi)\right] \\
& \leqslant\left(Z^{J, h, n}(\bar{\gamma})\right)^{-1} \sum_{x \in \bar{\partial}_{\bar{\gamma}}} Z^{J, h, n}\left(\bar{\gamma}_{x}\right)
\end{aligned}
$$

(b) On the other hand, by (1.7) and the FKG property,

$$
\begin{aligned}
X & \geqslant \sup _{x \in \bar{\partial}_{\bar{\gamma}}} \mu_{\bar{\gamma}}^{J, h, n}\{\varphi(x)=n, \varphi(y) \geqslant n \forall y \in \bar{\partial} \bar{\gamma}\} \\
& =\sup _{x \in \bar{\gamma}_{\bar{\gamma}}} \mu_{\bar{\gamma}}^{J, h, n, n}\{\varphi(x)=n\} \mu_{\overline{\bar{\gamma}_{x}}}^{J, h, n}\{\varphi(y) \geqslant n \forall y \in \bar{\partial} \overline{\bar{\gamma}}\} \\
& \geqslant \sup _{x \in \overline{\bar{\gamma}}}\left(Z^{J, h, n}(\bar{\gamma})\right)^{-1} Z^{J, h, n}\left(\bar{\gamma}_{x}\right) e^{-\beta h n} \prod_{y \in \overline{\bar{\gamma}} \backslash(x)} \mu_{\overline{\gamma_{x}}}^{J, n, n}\{\varphi(y) \geqslant n\}
\end{aligned}
$$

Part (c) can be obtained in the same way.

Proposition 4.8. Let $\beta$ be large enough and $h \in I_{k}(\beta)$ with $1 \leqslant k \leqslant 2 k_{\max }$. If $V$ is a finite, simply connected volume and $H(V, 10 \zeta)$ holds for $J$, then for each $\gamma \in C(V)$ with $E(\gamma)=k$ we have

$$
\tilde{w}_{J, h}(\gamma) \leqslant e^{-2 \beta|\tilde{y}| J L(\gamma) / 3}<w_{J, h}^{\operatorname{tr}}(\gamma)
$$

Hence $\gamma$ is stable.
Proof. If $\operatorname{diam} \tilde{\gamma} \leqslant \zeta^{-1}$, then $\gamma$ is elementary and the statement follows Lemma 2.7. Let, then, diam $\tilde{\gamma}>\zeta^{-1}$ and assume $S(\gamma)=+1$ (the opposite case is analogous). Set also $n=I(\gamma)$. By Proposition 4.7

$$
\begin{equation*}
\frac{Z^{J, h, n}(\bar{\gamma},+)}{Z^{J, h, k}(\bar{\gamma},+)} \leqslant e^{\beta h k} \sum_{x \in \bar{\delta}_{\bar{\gamma}}} \frac{Z^{J, h, n}\left(\bar{\gamma}_{x}\right)}{Z^{J, h, k}\left(\bar{\gamma}_{x}\right)}\left(\prod_{y \in \bar{\partial} \bar{\gamma} \backslash\{x\}} \mu_{\bar{\gamma}_{x}}^{J, h, k}\{\varphi(y) \geqslant k\}\right)^{-1} \tag{4.6}
\end{equation*}
$$

By Proposition 3.5, we know that

$$
\begin{aligned}
\left(\prod_{y \in \bar{\partial} \bar{\gamma} \backslash\{x\}} \mu_{\bar{\gamma}_{x}}^{J, h_{.} k}\{\varphi(y)=k\}\right)^{-1} & \leqslant\left(1-e^{-\beta \zeta / 5}\right)^{-|\overline{\bar{\gamma}} \overline{\bar{\gamma}}|} \\
& \leqslant \exp \left(12|\tilde{\gamma}| e^{-\beta y / 5}\right) \leqslant e^{|\bar{\gamma}|}
\end{aligned}
$$

Moreover, if $x \in \bar{\partial} \bar{\gamma}, \bar{\gamma}_{x}$ is simply connected, so we apply Proposition 4.6 and obtain

$$
\frac{Z^{J, h, n}\left(\bar{\gamma}_{x}\right)}{Z^{J, h, k}\left(\bar{\gamma}_{x}\right)} \leqslant e^{0.11 \beta|n-k|\left|\delta\left(\bar{\gamma}_{x}\right)\right| J}
$$

But, since diam $\tilde{\gamma}>\zeta^{-1}$ and $H(V, 10 \zeta)$ holds for $J$, we have

$$
\begin{equation*}
\left|\delta\left(\bar{\gamma}_{x}\right)\right|_{J} \leqslant|\tilde{\gamma}|_{J}+4 \leqslant|\tilde{\gamma}|_{J}+4 \zeta|\tilde{\gamma}| \leqslant 1.4|\tilde{\gamma}|_{J} \tag{4.7}
\end{equation*}
$$

Hence

$$
\frac{Z^{J, h, n}(\bar{\gamma},+)}{Z^{J, h, k}(\bar{\gamma},+)} \leqslant|\bar{\partial} \bar{\gamma}| e^{0.2 \beta|n-k||\bar{y}| J+|\bar{\gamma}|+\beta h k} \leqslant e^{0.3 \beta|\bar{y}|, L(\gamma)}
$$

and the results follows from the definition of renormalized weights (2.6).
Proposition 4.9. Let $\beta, V$, and $J$ satisfy the hypotheses of Theorem 4.1. With reference to the notation introduced in Theorem 4.4, we have, for each $h>0, k \in \mathbb{Z}_{+}$,

$$
f_{\mathrm{tr}}^{k}(\beta, h)=-\beta h k+\sum_{0 \in A \subset \subset \mathbb{Z}^{2}} \frac{\Phi^{k}\left(\Lambda, w_{h}^{\mathrm{tr}}\right)}{|\Lambda|}
$$

and

$$
\left|\log Z_{\mathrm{tr}}^{J, h, k}(V)-|V| f_{\mathrm{tr}}^{k}(h)\right| \leqslant|\delta V| e^{-\beta \zeta / 2}
$$

Proof. By definition of truncated weights, we can apply the results of Theorem 4.4 to both $Z_{\mathrm{tr}}^{h, k}(V)$ and $Z_{\mathrm{tr}}^{J, h, k}(V)$. If $J=1$, we are in the transla-tion-invariant case, so, by (7) of Theorem 4.4, we have

$$
\left|\log Z_{\mathrm{rr}}^{h . k}(V)+\beta h k-\sum_{0 \in \Lambda \subset \subset \mathbb{Z}^{2}} \frac{\Phi^{k}\left(\Lambda, w_{h}^{\mathrm{tr}}\right)}{|\Lambda|}\right| \leqslant e^{-\beta}
$$

On the other hand, since $\Phi^{k}\left(\Lambda, w_{h}^{\mathrm{tr}}\right)=\Phi^{k}\left(\Lambda, w_{J, h}^{\mathrm{tr}}\right)$, unless $\Lambda$ intersects $\Delta(J)$ [see (2.13)], by 5 and 6 of Theorem 4.4 we have

$$
\begin{aligned}
&\left|\log Z_{\mathrm{tr}}^{\mathrm{H}, k}(V)-\log Z_{\mathrm{tr}}^{\mathrm{J}, \mathrm{k} \cdot k}(V)\right| \\
& \leqslant \sum_{\lambda \in V}\left|\Phi^{k}\left(\Lambda, w_{h}^{\mathrm{tr}}\right)-\Phi^{k}\left(\Lambda, w_{J, h}^{\mathrm{tr}}\right)\right| \\
& \leqslant \sum_{x \in J(J)} \sum_{A \ni x}\left[\left|\Phi^{k}\left(\Lambda, w_{h}^{\mathrm{tr}}\right)\right|+\left|\Phi^{k}\left(\Lambda, w_{J, h}^{\mathrm{tr}}\right)\right|\right] \leqslant 2|\delta V| e^{-\beta \zeta}
\end{aligned}
$$

### 4.4. Proof of Theorem $\mathbf{4 . 1}$ and Corollary 4.2

We set $h^{*}=h_{k}^{*}(\beta)$ and $a(h)=a_{k}(\beta, h)$. The free energy is given by

$$
f(h)=\lim _{N \rightarrow \infty}\left|Q_{N}\right|^{-1} \log Z^{h \cdot n}\left(Q_{N}\right)
$$

and clearly does not depend on $n$. Proposition 4.8 implies, for each $N$,

$$
Z_{\mathrm{tr}}^{h_{\mathrm{r}}^{-}(\beta), k}\left(Q_{N}\right)=Z^{h_{k}-(\beta), k}\left(Q_{N}\right), \quad Z_{\mathrm{tr}}^{\mu_{+}^{+}+(\beta), k+1}\left(Q_{N}\right)=Z^{h_{k+1}^{+}(\beta), k+1}\left(Q_{N}\right)
$$

which gives

$$
f_{\mathrm{tr}}^{k}\left(h_{k}^{-}(\beta)\right)=f\left(h_{k}^{-}(\beta)\right) \geqslant f_{\mathrm{tr}}^{k+1}\left(h_{k}^{-}(\beta)\right)
$$

and then

$$
a\left(h_{k}^{-}(\beta)\right) \geqslant 0
$$

In the same way one obtains $a\left(h_{k+1}^{+}(\beta)\right) \leqslant 0$. Moreover, a standard calculation (see, for instance, Proposition 1.9 in ref. 21) gives

$$
\frac{\partial f_{\mathrm{r}}^{n}(h)}{\partial h_{ \pm}}=-\beta n+\alpha_{n}(\beta)
$$

where $\lim _{\beta \rightarrow \infty} \alpha_{n}(\beta)=0$. So $a(h)$ has a right and left derivatives and both of them are greater than, say, $\beta / 2$. This implies the strict monotonicity of $a(h)$ in the interval $\left[h_{k+1}^{+}(\beta), h_{k}^{-}(\beta)\right]$, and, as a consequence, (i).

In the following we will make use of the fact that, for $0<m<n$,

$$
\begin{equation*}
\frac{d}{d h} \frac{Z^{J, h, h}(V)}{Z^{J, h, m}(V)}=\sum_{x \in V}\left[\mathbf{E}_{V}^{J, h, n} \varphi(x)-\mathbf{E}_{V}^{J, h, m} \varphi(x)\right] \geqslant 0 \tag{4.8}
\end{equation*}
$$

because of FKG.
We are now going to prove (ii)-(iv) by inducton. Let
$\left(A_{s}\right) \quad$ (ii)-(iv) hold for all cylinders $\gamma$ such that $|\bar{\gamma}| \leqslant s$.
$A_{1}$ is true because of (i) of Lemma 2.7. Let us assume then $A_{s}$ and will show that $A_{s+1}$ follows. Actually will prove only statements (ii) and (iv), since (iii) can be obtained in the same way as (ii).

Choose a cylinder $\gamma$ with $|\bar{\gamma}|=s+1, E(\gamma)=k$, and $I(\gamma)=n$ and let $\gamma^{\prime}$ be another cylinder with the same basis $\tilde{\gamma}^{\prime}=\tilde{\gamma}$ and $E\left(\gamma^{\prime}\right)=k+1, I\left(\gamma^{\prime}\right)=m$. Let $\bar{\gamma}_{x}=\bar{\gamma} \backslash\{x\}$. The proof can be conveniently broken into the following steps:

1. $\left|\log Z^{J, h^{*}, k}\left(\bar{\gamma}_{x}\right)-\log Z^{J, h^{*}, k+1}\left(\bar{\gamma}_{x}\right)\right| \leqslant|\tilde{\gamma}| e^{-\beta \zeta / 4} \forall x \in \bar{\partial} \bar{\gamma}$.
2. If $h \in\left[h^{*}, h_{k}^{-}(\beta)\right]$, then $\left|\log Z^{J . h . k}(\bar{\gamma},+)-\log Z^{J . h . k}(\bar{\gamma},-)\right| \leqslant$ $|\tilde{\gamma}| e^{-\beta \zeta / 4}$.
3. If $h \in\left[h^{*}, h_{k}^{-}(\beta)\right]$, then for any $n$,

$$
\log \frac{Z^{J . h . n}\left(\bar{\gamma}_{x}\right)}{Z^{J, h, k}\left(\bar{\gamma}_{x}\right)} \leqslant 0.2 \beta|n-k| \cdot|\tilde{\gamma}|_{J} \quad \forall x \in \bar{\partial} \bar{\gamma}
$$

4. If $h \in\left[h^{*}, h_{k}^{-}(\beta)\right]$, then $\gamma$ is stable.
5. If $h \in\left[h_{k+1}^{+}(\beta), h_{k}^{-}(\beta)\right]$ and $\operatorname{diam} \tilde{\gamma} \leqslant|a(\beta, h)|^{-1}$, then both $\gamma$ and $\gamma^{\prime}$ are stable.

Proof of Step 1. Since $\left|\bar{\gamma}_{x}\right|=s$, by induction all cylinders contributing to the two partition functions are stable, so

$$
Z_{\mathrm{tr}}^{J . h^{*}, i}\left(\bar{\gamma}_{x}\right)=Z^{J . h^{*}, i}\left(\bar{\gamma}_{x}\right), \quad i=k, k+1
$$

Since $\bar{\gamma}_{x}$ is simply connected and since the property $H(V, t)$ is inherited by all subsets of $V$, we can apply Proposition 4.9 to $\bar{\gamma}_{x}$ and use the fact that $a\left(h^{*}\right)=0$ to obtảin Step 1.

Proof of Step 2. Both partition functions are sums over collection of cylinders $\gamma^{\prime}$ with $\left|\bar{\gamma}^{\prime}\right| \leqslant s$, which are stable by induction. So, setting $\bar{\gamma}_{0}=\bar{\gamma} \backslash \bar{\partial} \bar{\gamma}$, we obtain

$$
Z_{\mathrm{tr}}^{J, h, k}\left(\bar{\gamma}_{0}\right) e^{-\beta h k|\bar{\gamma} \bar{\gamma}|} \leqslant Z^{J, h, k}(\bar{\gamma}, \pm)=Z_{\mathrm{tr}}^{J, h, k}(\bar{\gamma}, \pm) \leqslant Z_{\mathrm{tr}}^{J, h, k}(\bar{\gamma})
$$

## By Proposition 4.9

$$
\begin{aligned}
& \left|\log Z_{\mathrm{tr}}^{J, h, k}\left(\bar{\gamma}_{0}\right)-\log Z_{\mathrm{tr}}^{J, h, k}(\bar{\gamma})\right| \\
& \quad \leqslant\left(\left|\delta \bar{\gamma}_{0}\right|+|\tilde{\gamma}|\right) e^{-\beta \zeta / 2}+|\bar{\partial} \bar{\gamma}| f_{\mathrm{tr}}^{k}(h) \leqslant|\tilde{\gamma}| e^{-\beta \zeta / \beta}
\end{aligned}
$$

which implies

$$
\begin{aligned}
& \left|\log Z^{J, h, k}(\bar{\gamma},+)-\log Z^{J . h, k}(\bar{\gamma},-)\right| \\
& \quad \leqslant|\bar{\gamma}| e^{-\beta \zeta / 3}+\beta h k|\bar{\partial} \bar{\gamma}| \leqslant|\tilde{\gamma}| e^{-\beta \zeta / 4}
\end{aligned}
$$

Proof of Step 3. We consider three cases.
(a) If $\operatorname{diam} \tilde{\gamma} \leqslant e^{\beta \zeta / 10}$, then

$$
Z^{J, h, m}\left(\bar{\gamma}_{x}\right)=Z_{e}^{J, h, m}\left(\bar{\gamma}_{x}\right)=e^{-\beta h m\left|\bar{z}_{x}\right|} \hat{Z}_{e}^{m}\left(\bar{\gamma}_{x}, w_{J, h}\right) \quad \forall m
$$

so we can use (4.8), Step 1, and Lemma 2.7(iv), and get

$$
\begin{aligned}
& \frac{Z^{J, h, n}\left(\bar{\gamma}_{x}\right)}{Z^{J, h, k}\left(\bar{\gamma}_{x}\right)} \\
& \quad \leqslant \frac{Z_{e}^{J, h, n}\left(\bar{\gamma}_{x}\right)}{Z_{e}^{J, h, k+1}\left(\bar{\gamma}_{x}\right)} \frac{Z^{J, h^{*}, k+1}\left(\bar{\gamma}_{x}\right)}{Z^{J, h^{*}, k}\left(\bar{\gamma}_{x}\right)} \\
& \quad \leqslant \exp \left[\left|\delta \bar{\gamma}_{x}\right|\left(e^{-\beta \zeta / 4}+e^{-\beta \zeta / 5}\right)\right] \leqslant \exp \left(0.2 \beta|n-k| \cdot|\tilde{\gamma}|_{J}\right)
\end{aligned}
$$

(b) If $\operatorname{diam} \tilde{\gamma}>e^{\beta \zeta / 10}$ and $n<k$, then $\left|\delta \bar{\gamma}_{x}\right|_{J} \leqslant 1.1|\tilde{\gamma}|_{J}$, so, by (4.8) and Proposition 4.6,

$$
\frac{Z^{J, h, n}\left(\bar{\gamma}_{x}\right)}{Z^{J, h, k}\left(\bar{\gamma}_{x}\right)} \leqslant \frac{Z^{J, h_{k}(\beta), n}\left(\bar{\gamma}_{x}\right)}{Z^{J, h_{k}(\beta) . k}\left(\bar{\gamma}_{x}\right)} \leqslant e^{0.11 \beta|n-k| \cdot\left|\delta\left(\hat{\gamma}_{x}\right)\right| J} \leqslant e^{0.2 \beta|n-k| \cdot|\bar{\gamma}| \rho}
$$

(c) If diam $\tilde{\gamma}>e^{\beta 5 / 10}$ and $n \geqslant k+1$, we proceed in a similar way, and get

$$
\begin{aligned}
& \frac{Z^{J . h, n}\left(\bar{\gamma}_{x}\right)}{Z^{J, h, k}\left(\bar{\gamma}_{x}\right)} \\
& \quad \leqslant \frac{Z^{J, h_{k+1}^{+}(\beta), n}\left(\bar{\gamma}_{x}\right)}{Z^{J . h_{k+1}^{+}(\beta), k+1}\left(\bar{\gamma}_{x}\right)} \frac{Z^{J, h^{*}, k+1}\left(\bar{\gamma}_{x}\right)}{Z^{J, h^{*}, k}\left(\bar{\gamma}_{x}\right)} \\
& \quad \leqslant \exp \left[0.2 \beta|n-k-1| \cdot|\tilde{\gamma}|_{J}+e^{-\beta \zeta / 4}|\tilde{\gamma}|\right] \leqslant \exp \left(0.2 \beta|n-k| \cdot|\tilde{\gamma}|_{J}\right)
\end{aligned}
$$

Proof of Step 4. (a) If $n>k$, then, by Proposition 4.7,

$$
\tilde{w}_{J, h}(\gamma)=e^{-\beta|\tilde{\gamma}| J L(\gamma)} \frac{Z^{J, h, n}(\bar{\gamma},+)}{Z^{J, h, k}(\bar{\gamma},+)} \leqslant e^{-\beta|\tilde{y}| J L(\gamma)} R_{1} R_{2}
$$

where

$$
R_{1}=\sup _{x \in \bar{\delta}_{\overline{7}}} \frac{Z^{J, h, n}\left(\bar{\gamma}_{x}\right)}{Z^{J, h, k}\left(\bar{\gamma}_{x}\right)} \leqslant e^{0.2 \beta|n-k| \cdot|\bar{\gamma}| J}
$$

by Step 3, and

$$
R_{2}=|\tilde{\gamma}| \sup _{x \in \bar{\partial}^{\prime}}\left(\prod_{y \in \bar{\delta} \bar{y} \backslash x\}} \mu_{\bar{\gamma}_{x}}^{J . h . k}\{\varphi(y) \geqslant k\}\right)^{-1} e^{\beta h k}
$$

To estimate $R_{2}$ we first use FKG to replace $h$ with $h_{k}^{-}(\beta)$ in $\mu_{j_{k}}^{J, h, k}$ and then proceed as in the proof of Proposition 4.8, obtaining

$$
R_{2} \leqslant|\bar{\gamma}| e^{|\bar{\gamma}|+\beta h k} \leqslant e^{0.01 \beta|\dot{z}| \rho}
$$

Thus we find

$$
\begin{equation*}
\tilde{w}_{J, h}(\gamma) \leqslant e^{0.79 \beta|\tilde{y}| J L(\gamma)}<w_{J, h}^{\mathrm{tr}}(\gamma) \tag{4.9}
\end{equation*}
$$

that is, the cylinder is stable.
(b) If $n<k$, it is just a bit trickier,

$$
\begin{aligned}
\tilde{w}_{J, h}(\gamma) & =e^{-\beta|\bar{\gamma}| J L\left(y^{\prime}\right)} \frac{Z^{J, h, n}(\bar{\gamma},-)}{Z^{J, h, k}(\bar{\gamma},+)} \frac{Z^{J, h, n}(\bar{\gamma},+)}{Z^{J, h, k}(\bar{\gamma},-)} \\
& \leqslant \exp \left[-\beta|\tilde{\gamma}|_{J} L(\gamma)+e^{-\beta \zeta / 4}|\tilde{\gamma}|\right] R_{1} R_{2}
\end{aligned}
$$

where we have used Step 2, and $R_{1}, R_{2}$ are the same as in (a). Hence

$$
\begin{equation*}
\tilde{w}_{J, h}(\gamma) \leqslant e^{0.78 \beta|\hat{y}|_{J} L(\gamma)}<w_{J, h}^{\ulcorner }\left(\gamma^{\prime}\right) \tag{4.10}
\end{equation*}
$$

Proof of Step 5. We already know that $\gamma$ is stable if $h \in\left[h_{k}^{*}(\beta), h_{k}^{-}(\beta)\right]$. Here we will show that $\gamma^{\prime}$ is stable for $h$ in the same interval. The proof when $h \in\left[h_{k+1}^{+}(\beta), h_{k}^{*}(\beta)\right]$ is identical. If $m \neq k+1, S= \pm 1$, then, by (4.9) and (4.10),

$$
\begin{align*}
\frac{Z^{J, h, m}(\bar{\gamma}, S)}{Z^{J, h, k+1}(\bar{\gamma}, S)} & =\frac{Z^{J, h, m}(\bar{\gamma}, S)}{Z^{J, h, k}(\bar{\gamma}, S)} \frac{Z^{J, h, k}(\bar{\gamma}, S)}{Z^{J, h, k+1}(\bar{\gamma}, S)} \\
& \leqslant e^{0,22 \beta|\bar{\gamma}|,|m-k|} \frac{Z^{J, h, k}(\bar{\gamma}, S)}{Z^{J, h, k+1}(\bar{\gamma}, S)} \tag{4.11}
\end{align*}
$$

Furthermore, we know that

$$
Z^{J, h, k}(\bar{\gamma}, S)=Z_{\mathrm{tr}}^{J . h . k}(\bar{\gamma}, S)=Z_{\mathrm{tr}}^{J . h . k}(\bar{\gamma})
$$

and that

$$
Z^{J, h . k+1}(\bar{\gamma}, S) \geqslant e^{-\beta h|\bar{\partial} \bar{\eta}|(k+1)} Z^{J, h, k+1}\left(\bar{\gamma}_{0}\right) \geqslant e^{-\zeta|\bar{y}|} Z_{\mathrm{tr}}^{J . h . k+1}\left(\bar{\gamma}_{0}\right)
$$

where $\bar{\gamma}_{0}=\bar{\gamma} \backslash \bar{\partial} \bar{\gamma}$. Now, using Proposition 4.9 , we can write

$$
\left.\begin{array}{l}
\log Z^{J, h, k}(\bar{\gamma}, S)-\log Z^{J, h, k+1}(\bar{\gamma}, S) \\
\quad \leqslant \log Z_{\mathrm{tr}}^{J, h, k}(\bar{\gamma})-\log Z_{\mathrm{tr}}^{J, h, k+1}\left(\bar{\gamma}_{0}\right)+|\tilde{\gamma}| \\
\leqslant
\end{array} \quad\left|\log Z_{\mathrm{tr}}^{J, h, k}(\bar{\gamma})-|\bar{\gamma}| f_{\mathrm{tr}}^{k}\right|+\left|\log Z_{\mathrm{tr}}^{J, h, k+1}\left(\bar{\gamma}_{0}\right)-\left|\bar{\gamma}_{0}\right| f_{\mathrm{tr}}^{k+1}\right|\right) \text { } \quad \begin{aligned}
& \quad+\left||\bar{\gamma}| f_{\mathrm{tr}}^{k}\right|-\left|\bar{\gamma}_{0}\right| f_{\mathrm{tr}}^{k+1}|+|\tilde{\gamma}| \\
& \quad \leqslant 2|\tilde{\gamma}|+a(h)|\bar{\gamma}|
\end{aligned}
$$

But, since $\operatorname{diam} \tilde{\gamma} \leqslant|a(h)|^{-1}$, we get

$$
a(h)|\tilde{\gamma}| \leqslant a(h)|\tilde{\gamma}| \operatorname{diam} \tilde{\gamma} \leqslant|\tilde{\gamma}|
$$

So

$$
\frac{Z^{J . h, m}(\bar{\gamma}, S)}{Z^{J, h, k+1}(\bar{\gamma}, S)} \leqslant e^{0.22 \beta|\bar{y}| נ|m-k|+3|\tilde{\gamma}|} \leqslant e^{0.23 \beta|\bar{y}| J|m-k|} \leqslant e^{0.46 \beta|\tilde{y}| J|n t-(k+1)|}
$$

which means that $\gamma^{\prime}$ is stable.
Proof of Corollary 4.2. Same as the proof of Step 1.

### 4.5. Proof of Corollary 4.3

Given $\varphi \in \Omega_{V}$, let $\Gamma_{\varphi} \in C_{c}^{*}(V, k)$ be the collection of compatible cylinders corresponding to $\varphi$, i.e., $\Gamma_{\varphi} \sim \varphi$. Let

$$
A(\varphi)=\left\{x \in V: x \in \bar{\gamma} \text { for some } \gamma \in \Gamma_{\varphi}\right\}
$$

Then, by the Chebyshev inequality,

$$
\begin{align*}
\mu_{V}^{h^{*}, k} & \left\{\varphi \in \Omega_{V}: m_{U}(\varphi) \geqslant-m\right\} \\
& \leqslant \mu_{V}^{h^{*} \cdot k}\left\{|A(\varphi) \cap U| \geqslant \frac{1}{2}(1-m)|U|\right\} \\
& \leqslant e^{-c \beta[(1-m) / 2]|U|} \mathbf{E}_{V}^{h^{*}, k}\left(e^{c \beta|A(\varphi) \cap U|}\right) \tag{4.12}
\end{align*}
$$

for all $c$ such that the expctation is finite. The idea now is to introduce modified cylinder weights that allow us to express the expectation in (4.2) as a quotient of partition functions. This quotient will be estimated by cluster expansion.

So we let, for a cylinder $\gamma$,

$$
w_{h}^{U}(\gamma)=w_{h}(\gamma) e^{c \beta|\bar{y} \cap U|}
$$

Then

$$
\mathbf{E}_{V}^{h^{* *} k}\left(e^{〔 \cdot \beta|A(\varphi) \cap U|}\right)=\left(\dot{Z}^{k}\left(V, w_{h^{*}}\right)\right)^{-1} X
$$

where

$$
\begin{aligned}
& X=\sum_{r \in C_{c}^{*}(V, k)} \prod_{\gamma \in \Gamma_{\mathrm{cxt}}} w_{h^{*}}^{U}(\gamma) \prod_{\gamma \in \Gamma \backslash \Gamma_{\mathrm{ext}}} w_{h^{*}}(\gamma) \\
& =\sum_{\Gamma \in C_{C_{k}^{*}}(V, k)} \prod_{\gamma \in \Gamma_{\mathrm{cx}}} \tilde{w}_{h} *(\gamma) e^{c \beta|\bar{\gamma} \cap U|} \prod_{\gamma \in \Gamma \backslash \Gamma_{\mathrm{exx}}} \tilde{w}_{h^{\prime}} *(\gamma) \\
& \leqslant \sum_{r \in C_{n}^{*}(V, k)} \prod_{\gamma \in \Gamma} \tilde{w}_{h^{*}}(\gamma) e^{\kappa \beta|\tilde{\gamma} \cap U|} \\
& =\sum_{\left.\Gamma \in C_{w^{*}}^{*} V, k\right)} \prod_{\gamma \in \Gamma} \bar{w}_{h^{*}}^{U}(\gamma)
\end{aligned}
$$

with

$$
\bar{w}_{h^{*}}^{U}(\gamma)=\tilde{w}_{l^{*}} *(\gamma) e^{c \beta \bar{F}^{\circ} \cap U \mid}
$$

So we can write

$$
\begin{equation*}
\mathbf{E}_{V}^{h^{*}, k}\left(e^{c \beta|A(\varphi) \cap U|}\right) \leqslant \frac{\sum_{\Gamma \in C_{\tilde{W}^{*}(V, k)}} \prod_{\gamma \in \Gamma} \bar{w}_{h^{*}}^{U}(\gamma)}{\sum_{\Gamma \in C_{\tilde{W}^{*}}^{*}(V, k)} \prod_{\gamma^{\prime} \in \Gamma} \tilde{w}_{h^{*} *}(\gamma)} \tag{4.13}
\end{equation*}
$$

Now we can use cluster expansions for both numerator and denominator if $c$ is small enough.

In fact, by Theorem 4.1, we know that

$$
\tilde{w}_{h^{*}}(\gamma) \leqslant e^{-\beta t|\bar{y}|(\gamma \gamma / 2}
$$

and, on the other hand, using (4.3),

$$
\bar{w}_{h}^{U}(\gamma) \leqslant e^{-\beta(t-c)|\bar{y}| L(\gamma) / 2} \leqslant e^{-0.01 /|\bar{y}| L(\gamma)}
$$

if $c \leqslant 0.98 t$. By Theorem 4.4 we get

$$
\begin{aligned}
\log \text { RHS of }(4.13) & \leqslant \sum_{\Lambda \in V}\left|\Phi^{k}\left(\Lambda, \bar{w}_{h^{*}}^{U}\right)-\Phi^{k}\left(\Lambda, \tilde{w}_{h^{*}}\right)\right| \\
& \leqslant \sum_{\substack{\Lambda \in V \\
\Lambda \in U \neq \varnothing}}\left|\Phi^{k}\left(\Lambda, \bar{w}_{h^{*}}^{U}\right)-\Phi^{k}\left(\Lambda, \tilde{w}_{h^{*}}\right)\right| \\
& \leqslant|U| e^{-(1 / 200) \iota \beta}
\end{aligned}
$$

Together with (4.12) this gives (take $c=0.98 t$ )

$$
\mu_{V}^{h^{*}, k}\left\{m_{U}(\varphi) \geqslant-m\right\} \leqslant e^{-4 p h(1-m) \mid U \| / 9}
$$

In the same way one proves

$$
\mu_{V}^{h^{*} \cdot k+1}\left\{m_{U}(\varphi) \leqslant m\right\} \leqslant e^{-4 \beta t(1-m)|U| / 9}
$$

## 5. ARBITRARY BOUNDARY CONDITION I. AWAY FROM THE PHASE TRANSITION

Throughout most of this section we assume the following:
$\left(K_{1}\right) \quad \beta$ is large enough.
$\left(K_{2}\right) \quad h \in I_{k}(\beta)=\left[h_{k}^{-}(\beta), h_{k}^{+}(\beta)\right][\operatorname{see}(2.15)]$ with $k=1, \ldots, k_{\max }=$ $\left\lfloor e^{\beta \zeta / 20}\right\rfloor$ and $\zeta=1000^{-1}$.
$\left(K_{3}\right) \quad \Lambda=Q_{N}$ with $N \geqslant N_{0}=\left\lfloor\left(\zeta^{3} h\right)^{-1}\right\rfloor$.
$\left(K_{4}\right) \quad \Lambda^{\prime}=Q_{N^{\prime}}$, where $N^{\prime}=N-2\lfloor N / 4\rfloor$.
Our goal is to prove that boundary conditions do not percolate inside the bulk. So, for $\varphi \in \Omega_{A}$, we give a name to the set of clusters of the region where $\varphi$ is at $\varphi$ is at least $j$ which are attached to the boundary:

$$
R_{+}(\Lambda, j, \varphi)=\left\{x \in \Lambda: \begin{array}{l}
\text { there exists a path }\left(x=x_{1}, \ldots, x_{s}\right) \text { such that } \\
x_{s} \in \partial \Lambda \text { and } \varphi\left(x_{i}\right) \geqslant j \text { for each } i
\end{array}\right\}
$$

$R_{-}(A, j, \varphi)$ is defined in the same way with $\geqslant j$ replaced by $\leqslant j$. We also define

$$
\begin{aligned}
& S_{ \pm}\left(\Lambda, j, \Lambda^{\prime}\right)=\left\{\varphi \in \Omega_{A}: R_{ \pm}(\Lambda, j, \varphi) \cap \Lambda^{\prime} \neq \varnothing\right\} \\
& S_{ \pm}^{0}\left(\Lambda, j, \Lambda^{\prime}\right)=S_{ \pm}\left(\Lambda, j, \Lambda^{\prime}\right) \backslash S_{ \pm}\left(\Lambda, j \pm 1, \Lambda^{\prime}\right)
\end{aligned}
$$

The goal of this section is to prove the following two results:
Theorem 5.1. Assume $\left(K_{1}\right)-\left(K_{4}\right)$. Then for each $j>0$ and for all $\psi \in \Omega$

$$
\begin{equation*}
\mu_{A}^{h . \psi}\left(S_{+}\left(\Lambda, k+j, \Lambda^{\prime}\right) \cup S_{-}\left(\Lambda, k-j, \Lambda^{\prime}\right)\right) \leqslant e^{-\zeta \beta N j / k^{2}} \tag{5.1}
\end{equation*}
$$

Theorem 5.2. Assume $\left(K_{1}\right)-\left(K_{2}\right)$ and let $\Lambda=Q_{N}$ with $N \geqslant 10 h^{-1}$. Then for each $j>0$ and for all $x \in A$,

$$
\mu_{i}^{h_{,} \varnothing}\left(S_{+}(\Lambda, k+j,\{x\}) \cup S_{-}(\Lambda, k-j,\{x\})\right) \leqslant e^{-\zeta \beta j d\left(x, A^{c}\right)}
$$

Remark. Notice that with $n$ b.c. we are saying that there is no percolation at level (say) at least $k+1$ reaching a distance greater than a certain constant divided by $h$. On the other hand, if we have free b.c. one expects $\varphi(x)=k$ right at the boundary $\partial \Lambda$.

### 5.1. Percolation in Terms of Contours

We are going to (a) define an event slightly larger than $S_{+}\left(\Lambda, k+j, \Lambda^{\prime}\right)$ $\cup S_{-}\left(\Lambda, k-j, \Lambda^{\prime}\right)$, but with the advantage of being defined directly in terms of contours, and (b) define a representation of the partition function $\hat{Z}^{n}$ analogous to (2.11), but with contours starting from the "right phase" $k$. In this representation, weights of contours, which must be modified to take into account b.c., are not small enough to guarantee cluster expansions; nevertheless they provide bound (5.1).

For reasons that will become more apparent shortly, we do not want the boundary conditions to affect the weight of elementary cylinders, so we ussie the following -

Warning. In this section we modify the notion of elementary cylinder by considering as elementary only those cylinders $\gamma$ such that:
(i) $\operatorname{diam} \tilde{\gamma} \leqslant \vartheta=e^{\zeta \beta / 10}$.
(ii) $|\tilde{\gamma} \cap \delta \Lambda|=0$.

Remark. Changing the definition of elementary cylinders is in principle a rather dangerous thing to do, since it is a very "low-level" definition and may affect a whole lot of things. We observe here that in our case the main statement in Section 2, i.e., Corollary 2.8, is still valid with exactly the same proof. Also the hypothesis (c) in part (ii) of Proposition 2.9 is given in such a way as to include the present definition of elementary cylinders.

The idea for proving Theorem 5.1 is to replace $\varphi$ with $\varphi_{1}$ (defined in Section 2), by eliminating all elementary cylinders first, and then use (2.12) in order to estimate the induced probability. We then start by defining

$$
\begin{aligned}
& S_{ \pm, l}\left(\Lambda, j, \Lambda^{\prime}\right)=\left\{\mathscr{A} \in W_{l}(\Lambda, k): R_{ \pm}(\Lambda, j, \varphi) \cap \Lambda^{\prime} \neq \varnothing, \text { where } \varphi \sim \mathscr{A}\right\} \\
& S_{ \pm, l}^{0}\left(\Lambda, j, \Lambda^{\prime}\right)=S_{ \pm .,}\left(\Lambda, j, \Lambda^{\prime}\right) \backslash S_{ \pm, l}(\Lambda, j \pm 1)
\end{aligned}
$$

and showing the following.
Lemma 5.3. If $\Lambda=Q_{N}, \Lambda^{\prime} \subset \Lambda$, then for all $\beta, h, j, n, N$,

$$
\mu_{A}^{h, n}\left(S_{ \pm}\left(\Lambda, j, \Lambda^{\prime}\right)\right) \leqslant \mu_{A}^{h, n}\left\{\varphi: \varphi_{l} \in S_{ \pm}\left(\Lambda, j, \Lambda^{\prime}\right)\right) \equiv \bar{\mu}_{A}^{h, n}\left(S_{ \pm . l}\left(\Lambda, j, \Lambda^{\prime}\right)\right)
$$

Proof. We will actually show that

$$
\begin{equation*}
R_{+}(\Lambda, j, \varphi) \subset R_{+}\left(\Lambda, j, \varphi_{l}\right) \tag{5.2}
\end{equation*}
$$

which implies the thesis.
Let $x \in R_{+}(\Lambda, j, \varphi)$, and let $\left(x_{1}, \ldots, x_{s}\right)$ be a path connecting $x=x_{1}$ with $x_{s} \in \partial A$ such that $\varphi\left(x_{i}\right) \geqslant j$ for all $i$. Let $\Gamma, \Gamma$, be the collections of cylinders in $C_{c}^{*}(A, k)$ corresponding respectively to $\varphi$ and $\varphi_{l}$. Thus $\Gamma_{l}$ is obtained from $\Gamma$ by removing all elementary cylinders. Take any site $x_{i}$ along the pth. If there are no elementary cylinders $\gamma$ such that $\bar{\gamma} \ni x_{i}$, then $\varphi_{l}\left(x_{i}\right)=\varphi\left(x_{i}\right) \geqslant j$. If, on the contrary, $x_{i}$ is contained in the interior of some elementary cylinder, then

$$
\varphi_{l}\left(x_{i}\right)=E\left(\gamma_{*}\right)
$$

where $\gamma_{*}$ is the most external elementary cylinder in $\Gamma$ such that $\bar{\gamma}_{*} \ni x_{i}$.
But we know that $\bar{\gamma}_{*} \ni x_{s}$ because otherwise $\tilde{\gamma}_{*}$ would have at least one edge in common with $\delta \Lambda$ and by consequence would not be elementary, by property (ii). So, there exists $j \in\{i, \ldots, s-1\}$ such that $x_{j} \in \bar{\gamma}_{*}$ and $x_{j+1} \notin \bar{\gamma}_{*}$, so that $\left[x_{j}, x_{j+1}\right]^{*} \in \tilde{\gamma}_{*}$. Hence, by Proposition 2.3,

$$
E\left(\gamma_{*}\right) \geqslant \varphi\left(x_{j}\right) \wedge \varphi\left(x_{j+1}\right) \geqslant j
$$

So $\varphi_{l}\left(x_{i}\right) \geqslant j$ for all $i$, which implies (5.2). Analogously, one proves that $R_{-}(A, j, \varphi) \subset R_{-}\left(\Lambda, j, \varphi_{l}\right)$.

In order to find a bound on $\bar{\mu}\left(S_{ \pm, 1}\left(\Lambda, j, \Lambda^{\prime}\right)\right)$, it is useful to express the partition function with $n$ boundary conditions as a sum over cylinders starting from $k$ (the right phase) whose weight is modified if they touch the boundary. If one sets

$$
\begin{align*}
w_{h}^{n}(\gamma) & =w_{h}(\gamma) \exp \left[2 \beta q(\gamma) L_{n}(\gamma)\right] \\
& =\exp \left[-\beta|\tilde{\gamma}| L(\gamma)+2 \beta q(\gamma) L_{n}(\gamma)+\beta h S(\gamma)|\tilde{\gamma}| L(\gamma)\right] \tag{5.3}
\end{align*}
$$

where $q(\gamma)=|\hat{\gamma} \cap \delta \Lambda|$ and

$$
\begin{equation*}
L_{n}(\gamma)=|[k, n] \cap[E(\gamma), I(\gamma)]| \chi\{\operatorname{sign}(n-k)(I(\gamma)-E(\gamma))=1\} \tag{5.4}
\end{equation*}
$$

then the partition function with $n$ b.c. can be written as

$$
\begin{equation*}
Z^{h, n}(\Lambda)=e^{-\beta h k|A|-\beta|n-k| \cdot|\delta \lambda|} \hat{Z}^{k}\left(\Lambda, w_{h}^{n}\right) \tag{5.5}
\end{equation*}
$$

Also, by Proposition 2.6,

$$
\begin{equation*}
\hat{Z}^{k}\left(A, w_{h}^{n}\right)=\sum_{\mathscr{A} \in W_{l}(A, k)} w_{h}^{\prime \prime}(\mathscr{A}) \tag{5.6}
\end{equation*}
$$

where

$$
\begin{align*}
w_{h}^{\prime \prime}(\mathscr{A})= & \mathcal{Z}_{e}^{k}\left(\Lambda \backslash v(\mathscr{A}), w_{h}, \Pi(\mathscr{A})\right) \\
& \times \prod_{\Gamma \in \mathscr{A}} \prod_{\gamma \in \Gamma}\left[w_{h}^{n}(\gamma) \hat{Z}_{e}^{\prime \prime \gamma}\left(v(\Gamma, \gamma), w_{h}, \Pi(\mathscr{A})\right)\right] \tag{5.7}
\end{align*}
$$

Notice that the elementary partition functions have $w_{h}$ and not $w_{h}^{n}$ because elementary cylinders do not touch $\delta A$, and so for them $q(\gamma)=0$. On the other hand, for the same reason, if $\Gamma$ is a contour, then it may contain arbitrarily small cylinders touching the boundary of $\Lambda$. As we will see, they are not dangerous in our construction. By (5.5), (5.6) we get

$$
\begin{equation*}
\vec{\mu}_{A}^{h, n}(\mathscr{A}) \equiv \mu_{A}^{h, n}\left\{\varphi \in \Omega_{A}: \varphi_{I} \sim \mathscr{A}\right\}=\frac{w_{h}^{n}(\mathscr{A})}{\hat{Z}^{k}\left(\Lambda, w_{h}^{n}\right)} \tag{5.8}
\end{equation*}
$$

### 5.2. The Cut-and-Paste Operation

In this subsection we want to find an upper bound for $\bar{\mu}_{A}^{\prime, n}\left(S_{+, l}\left(\Lambda, k+j, A^{\prime}\right)\right)$. The most natural approach leads one to try to estimate this quantity with Peierls-like sums like


Unfortunately, the structure of contours is quite complicated and those techniques which yield, for instance, Proposition 2.9 are inadeguate in presence of an arbitrary b.c. because of the potentially dangerous factor $q(\gamma) L_{n}(\gamma)$ in the modified weight. In the following we will see how the above sum can be replaced by another one containing very simple contours.

Define

$$
\operatorname{Con}^{ \pm}(\Lambda, k)=\{\Gamma \in \operatorname{Con}(\Lambda, k): \forall \gamma \in \Gamma,\{E(\gamma), I(\gamma)\} \subset\{k, k \pm 1\}\}
$$

and

$$
\begin{gather*}
W_{l}^{ \pm}(\Lambda, k)=\left\{\mathscr{A} \in W_{l}(\Lambda, k): \forall \Gamma \in \mathscr{A}, \Gamma \in \operatorname{Con}^{ \pm}(\Lambda, k),\right. \\
\left.v(\Gamma) \cap \partial \Lambda \neq \varnothing, v(\Gamma) \cap \Lambda^{\prime} \neq \varnothing\right\} \tag{5.9}
\end{gather*}
$$

The structure of these contours is fairly simple. In fact, if $\Gamma \in \operatorname{Con}^{+}(\Lambda, k)$, then:
(i) If $\gamma_{0}$ is the external cylinder in $\Gamma$, then $E\left(\gamma_{0}\right)=k, I\left(\gamma_{0}\right)=k+1$.
(ii) All the other $\gamma \in \Gamma$ have $E(\gamma)=k+1, I(\gamma)=k$ and there is no other $\gamma^{\prime}$ such that $\bar{\gamma} \subset \bar{\gamma}^{\prime} \subset \bar{\gamma}_{0}$.
(iii) If $\gamma \neq \gamma_{0}$, then $q(\gamma)=0$, because of the compatibility with $\gamma_{0}$.

The key result for proving the + half of Theorem 5.1 is the following.
Lemma 5.4. Assume $\left(K_{1}\right)-\left(K_{4}\right)$. Then for each $n>k, j>k$,

$$
\bar{\mu}_{A}^{h, n}\left(S_{+. l}^{0}\left(\Lambda, j, \Lambda^{\prime}\right)\right) \leqslant \bar{\mu}_{A}^{h, n}\left(S_{+. /}^{0}\left(\Lambda, j-1, \Lambda^{\prime}\right)\right) \sum_{\mathscr{A} \in w_{1}^{+}(A, k)} \bar{w}(\mathscr{A})
$$

were

$$
\bar{w}(\mathscr{A})=\prod_{\Gamma \in \mathscr{A}} \bar{w}(\Gamma), \quad \bar{w}(\Gamma)=e^{-(\beta h / 3)| |(\Gamma)} \prod_{\gamma \in \Gamma} e^{-\beta(\bar{y} \mid-2 q(\gamma))}
$$

Remark. The above lemma is unfortunately false for $S_{-,( }^{0}\left(A, j, \Lambda^{\prime}\right)$ with $n<k, j<k$. The "negative" case is slightly trickier to handle and will be treated separately.

Proof. Thanks to Proposition 3.3(i) and to (5.6)-(5.8), in order to prove Lemma 5.4 it is sufficient to find two maps $f, g$ defined on $W_{l}(\Lambda, k)$, such that:
$\left(h_{1}\right) f$ maps $S_{+.,}^{0}\left(\Lambda, j, \Lambda^{\prime}\right)$ into $W_{l}^{+}(\Lambda, k)$ and $g$ maps $S_{+, l}^{0}\left(\Lambda, j, \Lambda^{\prime}\right)$ into $S_{+, 1}^{0}\left(\Lambda, j-1, \Lambda^{\prime}\right)$.
$\left(h_{2}\right) \quad$ If $f(\mathscr{A})=f(\mathscr{B}), g(\mathscr{A})=g(\mathscr{B})$, then $\mathscr{A}=\mathscr{B}$.
$\left(h_{3}\right) \quad w_{h}^{\prime \prime}(\mathscr{A}) \leqslant w_{h}^{\prime \prime}(g(\mathscr{A})) \bar{w}(f(\mathscr{A}))$.
We set of simplicity $\mathscr{A}^{\prime}=f(\mathscr{A})$ and $\mathscr{A}^{\prime \prime}=g(\mathscr{A})$. Roughly speaking, we want to define $\mathscr{A}^{\prime}$ and $\mathscr{A}^{\prime \prime}$ as follows: let $\mathscr{A} \in S_{+,, 1}^{0}\left(\Lambda, j, \Lambda^{\prime}\right)$. This means that the corresponding configuration $\varphi \sim \mathscr{A}$ percolates from $\partial \Lambda$ to $\Lambda^{\prime}$ at level $j$ but not at $j+1$. Then one could define a new configuration $\varphi^{\prime \prime}$ which is equal to $\varphi-1$ on $R_{+}(\Lambda, k+1, \varphi)$ and equal to $\varphi$ on the rest. In this way $\varphi^{\prime \prime}$ percolates from $\partial \Lambda^{\prime}$ only at level $j-1$. Define now $\varphi^{\prime}=k+\varphi-\varphi^{\prime \prime}, \mathscr{A}^{\prime} \sim \varphi^{\prime}$, and $\mathscr{A}^{\prime \prime} \sim \varphi^{\prime \prime}$ and more or less we are done. In other words, $\mathscr{A}^{\prime}$ is the portion of the slice $\varphi=k+1$ which is connected to $\partial A$, and $\mathscr{A}^{\prime \prime}$ is what we get by pasting together what remains after extracting that slice.

Things are a little more complicated because we want to define $\mathscr{A}^{\prime}$ and $\mathscr{A}^{\prime \prime}$ directly in terms of cylinders, the reason being that it will be much easier to prove properties $\left(h_{1}\right)-\left(h_{3}\right)$. So we are going to mess around with cylinders a little bit, with the idea of reproducing a result similar to the stated above.

We first define the prime and double prime operations on contours and then they will be extended to collections of contours. So, let $\Gamma \in \operatorname{Con}^{+}(\Lambda, k)$ with $S\left(\Gamma_{\text {ext }}\right)=+1$. Then set

$$
\Gamma=\left\{\gamma_{0}\right\} \cup \Gamma_{a} \cup \Gamma_{b} \cup \Gamma_{c}
$$



Fig. 4. An example of how the prime and double prime maps act on contours. Notice that $\Gamma^{n}$ is not a contour, but consists of two compatible contours.
where $\gamma_{0}$ is the unique external cylinder in $\Gamma$ and

$$
\Gamma_{c}=\{\gamma \in \Gamma: I(\gamma) \leqslant k
$$

- there is no other $\gamma^{\prime} \in \Gamma$ s.t. $I\left(\gamma^{\prime}\right) \leqslant k$ and $\left.\bar{\gamma}^{\prime} \supset \bar{\gamma}\right\}$

$$
\begin{aligned}
& \Gamma_{b}=\left\{\gamma \in \Gamma \backslash \Gamma_{c}: \text { there is } \gamma^{\prime} \in \Gamma_{c} \text { such that } \vec{\gamma}^{\prime} \supset \bar{\gamma}\right\} \\
& \Gamma_{a}=\left\{\gamma \in \Gamma \backslash\left(\Gamma_{c} \cup \Gamma_{b} \cup\left\{\gamma_{0}\right\}\right): I(\gamma) \geqslant k+1\right\}
\end{aligned}
$$

Define also, for any cylinder $\gamma=(\tilde{\gamma}, E, I)$,

$$
\gamma_{-}=(\tilde{\gamma}, E-1, I-1), \quad \gamma_{\downarrow}=(\tilde{\gamma}, E, I-1), \quad \gamma_{\vee}=(\tilde{\gamma}, E-1, I)
$$

Now we let (see also Fig. 4)

$$
\begin{aligned}
& \Gamma^{\prime}=\left\{\left(\tilde{\gamma}_{0}, k, k+1\right)\right\} \cup\left\{(\tilde{\gamma}, k+1, k): \gamma \in \Gamma_{c}\right\} \\
& \Gamma^{\prime \prime}=\left(\gamma_{0}\right)_{\downarrow} \cup\left\{\gamma_{-}: \gamma \in \Gamma_{a}\right\} \cup\left\{\gamma_{\vee}: \gamma \in \Gamma_{c}\right\} \cup \Gamma_{b}
\end{aligned}
$$

Remarks. 1. Some cylinders in $\left\{\gamma_{v}: \gamma \in \Gamma_{c}\right\} \cup\left\{\left(\gamma_{0}\right)_{j}\right\}$ may have $I(\gamma)=E(\gamma)$. It is understood that these zero-height cylinders are not included in $\Gamma^{\prime \prime}$.
2. In general $\Gamma^{\prime \prime}$ is not a contour, but it splits into a collection of compatible contours, as appears in the example in Fig. 4, where $\Gamma^{\prime \prime}$ consists of two contours.

If $\mathscr{A} \in W_{1}(A, k)$, then let $\mathscr{A}_{0}$ be the subset of $\mathscr{A}$ containing all those $\Gamma$ such that $S\left(\Gamma_{e x t}\right)=+1$ and $v\left(\Gamma^{\prime}\right) \cap \partial \Lambda \neq \varnothing, v\left(\Gamma^{\prime}\right) \cap \Lambda^{\prime} \neq \varnothing$. We then define

$$
\begin{align*}
& \mathscr{A}^{\prime}=\left\{\Gamma^{\prime}: \Gamma \in \mathscr{A}_{0}\right\} \\
& \mathscr{A}^{\prime \prime}=\left\{\Gamma^{\prime \prime}: \Gamma \in \mathscr{A}_{0}\right\} \cup\left(\mathscr{A} \backslash \mathscr{A}_{0}\right) \tag{5.10}
\end{align*}
$$

Proposition 5.5. Let $\mathscr{A} \in S_{+, 1}^{0}\left(\Lambda, j, \Lambda^{\prime}\right), j>k$, and let $\varphi \sim \mathscr{A}$, $\varphi^{\prime} \sim \mathscr{A}^{\prime}, \varphi^{\prime \prime} \sim \mathscr{A}^{\prime \prime}$. Then:
(i) We have

$$
\varphi^{\prime}(x)= \begin{cases}k+1 & \text { if } \quad x \in v\left(\mathscr{A}^{\prime}\right) \\ k & \text { if } \quad x \notin v\left(\mathscr{A}^{\prime}\right)\end{cases}
$$

(ii) We have

$$
\varphi^{\prime \prime}(x)=\left\{\begin{array}{lll}
\varphi(x)-1 & \text { if } & x \in v\left(\mathscr{A}^{\prime}\right) \\
\varphi(x) & \text { if } & x \notin v\left(\mathscr{A}^{\prime}\right)
\end{array}\right.
$$

(iii) If $B$ is a connected cluster of $R_{+}(A, k+1, \varphi)$ such that $B$ intersects both $\partial A$ and $\Lambda^{\prime}$, there exists $\Gamma \in A$ such that $S(\Gamma)=+1$ and $B \subset v\left(\Gamma^{\prime}\right)$, i.e., $B \subset v\left(\mathscr{A}^{\prime}\right)$.

Proof. Parts (i) and (ii) are direct consequences of the definitions. From Proposition 2.2, it is clear that there exists a contour $\Gamma$ whose external cylinder $\gamma_{0}$ satisfies $\bar{\gamma}_{0} \supset B, S\left(\gamma_{0}\right)=+1$.

In order to prove that $B \subset v\left(\Gamma^{\prime}\right)$ we must show that $B$ does not intersect the interior of any cylinder in $\Gamma_{c}$. Let then $x \in B$; then we claim that
there is no cylinder $\gamma \in \Gamma$ with $\bar{\gamma} \in x$ such that $S(\gamma)=-1$ and $I(\gamma) \leqslant k$. In fact, assume there is such a cylinder. Then, by Proposition 2.2, we have

$$
\varphi(y) \leqslant k, \quad \forall y \in \bar{\partial} \bar{\gamma}
$$

and so there is a connected set surrounding $x$ where $\varphi \leqslant k$, which contradicts our hypotheses.

This means no $x \in B$ can be contained in the interior of a cylinder $\gamma \in \Gamma_{c}$, so, as a consequence, $B \subset v\left(\Gamma^{\prime}\right)$.

Proposition 5.6. Assume $\left(K_{1}\right)-\left(K_{4}\right)$. Then for all $n, j>k$ properties $\left(h_{1}\right)-\left(h_{3}\right)$ hold.

Proof. ( $h_{1}$ ) $\mathscr{A}^{\prime} \in W_{l}^{+}(\Lambda, k)$ by definition. Moreover, it should be fairly easy to convince oneself that $\mathscr{A}^{\prime \prime}$ is a compatible collection of contours. Take now $\varphi, \varphi^{\prime \prime} \in \Omega_{A}$ such that $\varphi \sim \mathscr{A}$ and $\varphi^{\prime \prime} \sim \mathscr{A}^{\prime \prime}$. Since $\varphi$ percolates from $\partial \Lambda$ to $\Lambda^{\prime}$ at level $j$ (but not $j+1$ ), and since $\varphi^{\prime \prime} \geqslant \varphi-1, \varphi^{\prime \prime}$ does percolate at level $j-1$. In order to prove that $\varphi^{\prime \prime}$ does not percolate at level $j$ it is sufficient to observe that, by Proposition 5.5, $\varphi^{\prime \prime}=\varphi-1$ on a set which includes all clusters of $R_{+}(\Lambda, k+1, \varphi)$ touching $\Lambda^{\prime}$. So, we have $\mathscr{A}^{\prime \prime} \in S_{+, 1}^{0}\left(\Lambda, j-1, \Lambda^{\prime}\right)$.
$\left(h_{2}\right) \quad$ Follows from (i) and (ii) of Proposition 5.5.
We are left with the proof of property $\left(h_{3}\right)$. From (5.7) we get

$$
\frac{w_{h}^{\prime \prime}(\mathscr{A})}{w_{h}^{\prime}\left(\mathscr{A}^{\prime \prime}\right)}=R_{1} R_{2}
$$

where
and

$$
\begin{aligned}
R_{2}= & {\left[\hat{Z}_{e}^{k}\left(\Lambda \backslash v(\mathscr{A}), w_{h}, \Pi(\mathscr{A})\right) \prod_{\Gamma \in \mathscr{A}} \prod_{\gamma \in \Gamma} \hat{Z}_{e}^{I(\gamma)}\left(v(\Gamma, \gamma), w_{h}, \Pi(\mathscr{A})\right)\right] } \\
& \times\left[\hat{Z}_{e}^{k}\left(\Lambda \backslash v\left(\mathscr{A}^{\prime \prime}\right), w_{h}, \Pi\left(\mathscr{A}^{\prime \prime}\right)\right) \prod_{\Gamma \in \mathscr{A}^{\prime \prime}} \prod_{\gamma \in \Gamma} \hat{Z}_{e}^{I(\gamma)}\left(v(\Gamma, \gamma), w_{h}, \Pi\left(\mathscr{A}^{\prime \prime}\right)\right)\right]^{-1}
\end{aligned}
$$

Consider the definition of $\mathscr{A}^{\prime \prime}$, and keep in mind that:
(a) If $\gamma \in \Gamma_{a}$, and so both $E(\gamma), I(\gamma)$ are at least $k+1$, then $L_{n}(\gamma) \leqslant$ $L_{n}\left(\gamma_{-}\right)$, so $w_{h}^{n}(\gamma) \leqslant w_{h}^{n}\left(\gamma_{-}\right)$.
(b) $w_{h}^{n}\left(\gamma_{0}\right) \leqslant w_{h}^{n}\left(\left(\gamma_{0}\right)_{\downarrow}\right) w_{h}^{n}\left(\left(\tilde{\gamma}_{0}, k, k+1\right)\right)$.
(c) If $\gamma \in \Gamma_{c}$, then $\left.w_{h}(\gamma)=w_{h}\left(\gamma_{v}\right) w_{h}(\tilde{\gamma}, k+1, k)\right)$. [In this case, since $S(\gamma)=-1, w_{h}^{n}$ coincides with the unmodified weight $w_{h}$.]
(d) For every contour $\Gamma$ with $S(\Gamma)=+1$

$$
v\left(\Gamma^{\prime}\right)=\bar{\gamma}_{0} \mid \bigcup_{\gamma \in \Gamma_{c}} \bar{\gamma}=\bigcup_{\gamma \in\left\{\gamma_{0}\right\} \cup \Gamma_{a}} v(\Gamma, \gamma)
$$

Then one easily gets

$$
\begin{aligned}
R_{1} & \left.\leqslant \prod_{\Gamma \in \gamma_{0}}\left[w_{h}^{\prime \prime}\left(\left(\gamma_{0}, k, k+1\right)\right) \prod_{\gamma \in \Gamma_{\mathrm{v}}} w_{h}(\tilde{\gamma}, k+1, k)\right)\right] \\
& =\prod_{r \in, \gamma_{0}} \prod_{\gamma \in \Gamma^{\prime}} e^{-\beta|\gamma| \gamma \mid-2 q(\gamma))} e^{-\beta h b\left(\Gamma^{\prime}\right)}
\end{aligned}
$$

With regard to $R_{2}$, we claim that

$$
\begin{equation*}
R_{2} \leqslant \prod_{\Gamma \in \mathscr{N}_{0}} \prod_{\gamma \in\left\{\gamma_{0}\right\} \cup \Gamma_{a}} \frac{\hat{Z}_{e}^{\prime(\gamma)}\left(v(\Gamma, \gamma), w_{h}, \Pi(\mathscr{A})\right)}{\hat{Z}_{e}^{I(\gamma)-1}\left(v(\Gamma, \gamma), w_{h}, \Pi(\mathscr{A})\right)} \tag{5.11}
\end{equation*}
$$

Given (5.11) (we will prove it in a moment), and using Lemma 2.7(ii) to evaluate each quotient [remember that $I(\gamma) \geqslant k+1$ for all $\gamma \in\left\{\gamma_{0}\right\} \cup \Gamma_{a}$ and that $\Delta(J)=\varnothing$ ], we obtain

$$
\begin{align*}
\frac{w_{h}^{\prime \prime}(\mathscr{A})}{w_{h}^{\prime \prime}\left(\mathscr{A}^{\prime \prime}\right)} \leqslant & \prod_{\Gamma \in, \mathscr{O}_{0}}\left\{\exp \left[\left|v\left(\Gamma^{\prime}\right)\right|\left(1.1 e^{-4 \beta k}+\beta h e^{-\beta / 4}\right)\right]\right. \\
& \left.\times \prod_{\gamma \in \Gamma^{\prime}} e^{-\beta\left|\tilde{\gamma^{\prime}}\right|+2 \beta q(\gamma)} e^{-\beta h \mid v\left(\Gamma^{\prime} \mid\right.}\right\} \\
\leqslant & \prod_{\Gamma \in \infty_{0}}\left[e^{-\beta h\left|v\left(\Gamma^{\prime}\right)\right| / 3} \prod_{\gamma \in \Gamma^{\prime}} e^{-\beta|\tilde{\gamma}|+2 \beta q(\gamma)}\right]=\bar{w}\left(\mathscr{A}^{\prime}\right) \tag{5.12}
\end{align*}
$$

which concludes the proof of Proposition 5.6 and Lemma 5.4.
Proof of Claim (5.11). We observe that:
(e) For each cylinder $\gamma$ in $\mathscr{A}^{\prime \prime}$ (or more properly in some $\Gamma \in \mathscr{A} \mathscr{A}^{\prime \prime}$ ), there is a cylinder $\gamma^{\prime}$ in $\mathscr{A}$ with the same base and the same sign as $\gamma$. Thus if a cylinder is weakly compatible with every cylinder in $\mathscr{A}$, it is also weakly compatible with every cylinder in $\mathscr{A}^{\prime \prime}$. In other words, $\Pi(\mathscr{A}) \subset \Pi\left(\mathscr{A}^{\prime \prime}\right)$, which implies

$$
\hat{Z}_{e}^{n}\left(V, w_{h}, \Pi\left(\mathscr{A}^{\prime \prime}\right)\right) \geqslant \hat{Z}_{e}^{n}\left(V, w_{h}, \Pi(\mathscr{A})\right) \quad \forall V \subset \Lambda
$$

(f) For the same reason the partition of $A$

$$
\Lambda=(A \backslash v(A)) \cup \bigcup_{\Gamma \in \mathscr{\varnothing}} \bigcup_{\gamma \in \Gamma} v(\Gamma, \gamma) \equiv \bigcup v_{i}
$$

induced by the set of all cylinders in $\mathscr{A}$ is a refinement of the analogous partition of $\Lambda$ induced by the cylinders in $\mathscr{A}^{\prime \prime}$

$$
\Lambda=\left(\Lambda \backslash v\left(\mathscr{A}^{\prime \prime}\right)\right) \cup \bigcup_{\Gamma \in \mathcal{A}^{\prime \prime}} \bigcup_{\gamma \in \Gamma} v(\Gamma, \gamma) \equiv \bigcup_{j} \hat{v}_{j}
$$

Thus $\hat{v}_{j}=\bigcup_{i \in c(j)} v_{i}$ for some $c(j)=\left\{i_{1}, i_{2}, \ldots\right\}$.
In this way we have obtained for each factor appearing in the denominator of $R_{2}$

$$
\hat{Z}_{e}^{m_{j}}\left(\hat{v}_{j}, w_{h}, \Pi\left(A^{\prime \prime}\right)\right) \geqslant \hat{Z}_{e}^{m_{j}}\left(\hat{v}_{j}, w_{h}, \Pi(\mathscr{A})\right) \geqslant \prod_{i \in c(j)} \hat{Z}_{e}^{m_{i}}\left(v_{i}, w_{h}, \Pi(\mathscr{A})\right)
$$

As a consequence,

$$
R_{2} \leqslant \prod_{i} \frac{\hat{Z}_{e}^{n_{i}}\left(v_{i}, w_{h}, \Pi(\mathscr{A})\right)}{\bar{Z}_{e}^{n_{i}}\left(v_{i}, w_{h}, \Pi(\mathscr{A})\right)}
$$

where $\bar{n}_{i}$ is equal to either $n_{i}$ or to $n_{i}-1$ and, because of the definition of $\mathscr{A}^{\prime \prime}$,

$$
\left\{v_{i}: \bar{n}_{i}=n_{i}-1\right\}=\left\{v(\Gamma, \gamma): \Gamma \in \mathscr{A}_{0} \text { and } \gamma \in\left\{\gamma_{0}(\Gamma)\right\} \cup \Gamma_{a}\right\}
$$

which proves the claim.
At this point we are almost done with the estimate of $\mu_{A}^{\prime, n}\left(S_{+}\left(A, k+j, \Lambda^{\prime}\right)\right.$ ) ("half" of Theorem 5.1). What is left is the following.

Lemma 5.7. Assume $\left(K_{1}\right)-\left(K_{4}\right)$ and let

$$
\dot{\bar{w}}(\mathscr{A})=\prod_{\Gamma \in \mathscr{\infty}}\left[e^{-\beta h|(\tau)| / 3} \prod_{\gamma \in \Gamma} e^{-\beta(\vec{y} \mid-2 q(\gamma))}\right]
$$

Then

$$
\begin{equation*}
\sum_{\Omega \in w_{l}^{+}(A, k)} \bar{w}(\mathscr{A}) \leqslant e^{-\beta N / 30} \tag{5.13}
\end{equation*}
$$

Proof. We recall that from the definition of $\operatorname{Con}^{+}(\Lambda, k)$ it follows that $q(\gamma)$ is nonzero only if $\gamma$ is the external cylinder in $\Gamma$. Given $\mathscr{A} \in W_{l}^{+}(\Lambda, k)$, consider the set

$$
U=\left(\bigcup_{\Gamma \in \mathscr{A}} v(\Gamma)\right)^{c}=v(\mathscr{A})^{c}
$$

and write its boundary as a union of connected components

$$
\delta U=\eta_{1} \cup \cdots \cup \eta_{r}=\{\eta\}
$$

In this way, to each $\mathscr{A}$ we can associate a collection $\{\eta\}$ of closed sets of dual edges $\eta \in C_{B}(\Lambda)$. It is easy to check that:
(i) If $\eta_{1}, \eta_{2} \in\{\eta\}$ with $\eta_{1} \neq \eta_{2}$, then $\bar{\eta}_{1} \cap \bar{\eta}_{2}=\varnothing$.
(ii) If $\eta \cap \delta A \neq \varnothing$, then $|\eta| \geqslant \vartheta$, where $\vartheta=e^{\beta \zeta / 10}$ is the maximum diameter for an elementary cylinder.
(iii) For each $\mathscr{A} \in W_{I}^{+}(\Lambda, k)$

$$
\begin{align*}
\sum_{\Gamma \in \mathscr{N}} \sum_{\gamma \in \Gamma}[|\tilde{\gamma}|-2 q(\gamma)] & =\sum_{\eta \in\{\eta\}}|\eta|-|\delta A|  \tag{5.14}\\
\bar{w}(\mathscr{Q}) & =\exp \left[\beta|\delta A|-\beta \sum_{\eta \in\{\eta\}}|\eta|-\frac{\beta h}{3}\left(|A|-\sum_{\eta \in\{\eta\}}|\vec{\eta}|\right)\right] \tag{5.15}
\end{align*}
$$

(iv) $\{\eta\}$ determines $\mathscr{A}$ in a unique way, i.e., distincts $\mathscr{A}$ 's produce distinct $\{\eta\}$ 's.

We denote by $Y$ the set of all collections $\{\eta\}$ which satisfy (i) and (ii).
Let us divide the $\mathscr{A}$ 's in $W_{1}^{+}(A, k)$ into two groups, depending on whether $|v(\mathscr{A})| \geqslant \zeta^{2}|A|$ or $|v(\mathscr{A})|<\zeta^{2}|A|$. We call $S_{1}\left(S_{2}\right)$ the contribution of the first (second) group to the sum (5.13).

By definition of $Y$, Proposition A1.2, and the subsequent remark

$$
\sum_{\{n\} \in Y} \prod_{\eta \in\{\eta\}} e^{-\beta|\eta|} \leqslant \exp \left(4 N e^{-3 \beta}+N^{2} e^{-(3 / 4) \beta \eta}\right)
$$

Then, using (iii), we have

$$
\begin{aligned}
S_{1} & \leqslant \exp \left(-\beta \frac{h}{3} \zeta^{2}|\Lambda|+\beta|\delta \Lambda|\right) \sum_{\{\eta\} \in Y} \exp \left(-\beta \sum_{\eta \in\{\eta\}}|\eta|\right) \\
& \leqslant \exp \left[|\Lambda|\left(-\frac{\beta h}{3} \zeta^{2}+e^{-(3 / 4) / \beta \xi}\right)+|\delta \Lambda|\left(\beta+e^{-3 / \beta}\right)\right] \\
& \leqslant \exp \left(-\frac{\beta h}{4} \zeta^{2}|\Lambda|+2 \beta|\delta \Lambda|\right) \leqslant \exp (-2 \beta|\delta \Lambda|)
\end{aligned}
$$

We have used the inequalities $\beta h \zeta^{2}>100 e^{-\beta 9 / 2}$ and $N \geqslant 64 h^{-1} \zeta^{-2}$ and the fact that $\beta$ is large enough.

If $|v(\mathscr{A})|<\zeta^{2}|A|$, then, by Proposition A1.4 we know that $|\delta U|=\sum_{\eta \in\{\eta\}}|\eta| \geqslant 4.2 N$. Furthermore, since $\sum_{\Gamma \in, \alpha} \sum_{\gamma \in \Gamma} q(\gamma) \leqslant 4 N$, (5.14) implies

$$
\begin{equation*}
\sum_{\Gamma \in . \mathscr{O}} \sum_{\gamma \in \Gamma}[|\tilde{\gamma}|-2 q(\gamma)] \geqslant 0.2 N \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\Gamma \in . d} \sum_{\gamma \in \Gamma}|\tilde{\gamma}| \geqslant 2 \sum_{r \in, \alpha} \sum_{\gamma \in \Gamma} q(\gamma)+0.2 N \geqslant 2.05 \sum_{\Gamma \in, \infty} \sum_{\gamma \in \Gamma} q(\gamma) \tag{5.17}
\end{equation*}
$$

From (5.16), (5.17) we get

$$
\begin{aligned}
\sum_{\Gamma \in, \alpha} \sum_{\gamma \in \Gamma}[|\tilde{\gamma}|-2 q(\gamma)] & \geqslant \frac{N}{10}+\frac{1}{2} \sum_{\Gamma \in, \sigma} \sum_{\gamma \in \Gamma}[|\tilde{\gamma}|-2 q(\gamma)] \\
& \geqslant \frac{N}{10}+\frac{1}{100} \sum_{\Gamma \in . \alpha} \sum_{\gamma \in \Gamma}|\tilde{\gamma}|
\end{aligned}
$$

and then

$$
\bar{w}(\mathscr{A}) \leqslant e^{-(\beta / 10) N} \prod_{\Gamma \in \mathscr{A}}\left[e^{-(1 / 3) \beta h \mid \theta(\Gamma)} \prod_{\gamma \in \Gamma} e^{-(\beta / 100)|\dot{\gamma}|}\right]
$$

Therefore one finds

$$
\begin{aligned}
& S_{2} \leqslant \exp \left(-\frac{\beta}{10} N\right)_{\alpha \in W_{1}^{+}(A, k)} \\
& \times \prod_{\Gamma \in, \mathcal{O}}\left\{\exp \left[-\frac{1}{3} \beta h|v(\Gamma)|\right] \prod_{\gamma \in \Gamma} \exp \left(-\frac{\beta}{100}|\tilde{\gamma}|\right)\right\} \\
& =\exp \left(-\frac{\beta}{10} N\right) \sum_{\Omega \in W_{1}^{+}(A, k)} \\
& \times \prod_{\Gamma \in, \mathcal{N}} \prod_{\gamma \in \Gamma} \exp \left[-\frac{\beta}{100}|\tilde{\gamma}|_{J} L(\gamma)-\frac{\beta h}{3}|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right] \\
& \leqslant \exp \left(-\frac{\beta}{10} N\right) \sum_{, \alpha \in W(\lambda, k)}^{\prime} \\
& \times \prod_{\Gamma \in, \alpha} \prod_{\gamma \in \Gamma} \exp \left[-\frac{\beta}{100}|\tilde{\gamma}|_{J} L(\gamma)-\frac{\beta h}{3}|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]
\end{aligned}
$$

where $\Sigma^{\prime}$ means that the sum is restricted to those $\mathscr{A}$ 's such that

$$
v(\Gamma) \cap \partial \Lambda \neq \varnothing \quad \text { and } \quad\left|\tilde{\Gamma}_{\exp }\right| \geqslant N / 4 \quad \forall \Gamma \in \mathscr{A}
$$

because, if $\mathscr{A} \in W_{l}^{+}(\Lambda, k)$, each $\Gamma \in \mathscr{A}$ must intersect both $\partial \Lambda$ and $\Lambda^{\prime}$. We now proceed as in the proof of Proposition A. 2 and, using Proposition 2.9, we find

$$
S_{2} \leqslant \exp \left(-\frac{\beta}{10} N\right) \exp \left(|\partial \Lambda| e^{-(\beta / 900) N}\right) \leqslant \exp \left(-\frac{\beta}{20} N\right)
$$

So we have obtained

$$
\sum_{\mathscr{A} \in w_{t}^{+}(A . k)} \bar{w}(\mathscr{A}) \leqslant S_{1}+S_{2} \leqslant e^{-(\beta / 30) N}
$$

### 5.3. Bounds on the Probability of Percolation Below $k$ and Proof of Theorem 5.1

Unfortunately the arguments given above are not sufficient to treat the negative case, i.e., to provide a good upper bound on the probability that a boundary condition $n<k$ percolates well inside the bulk. Our goal is then to add a few modifications and show the following.

Lemma 5.8. Assume $\left(K_{1}\right)-\left(K_{4}\right)$. Then for all $n<k$

$$
\bar{\mu}_{A}^{h, n}\left(S_{-, /}\left(\Lambda, k-1, \Lambda^{\prime}\right)\right\} \leqslant e^{-\{1 / 800 k) \beta N}
$$

The reason why our previous arguments need to be modified is the following: in (5.12) there is a term

$$
\exp \left[-\beta h\left|v\left(\Gamma^{\prime}\right)\right|+\left|v\left(\Gamma^{\prime}\right)\right|\left(1.1 e^{-4 \beta k}+\beta h e^{-\beta / 4}\right)\right]
$$

which, because $h \in I_{k}(\beta)$, is smaller than $\exp \left[-(\beta h / 3)\left|v\left(\Gamma^{\prime}\right)\right|\right]$ and this is enough to allow us to sum over contours. When we do the same with negative contours, the analogous term, because of Lemma 2.7, becomes

$$
\exp \left[\beta h\left|v\left(\Gamma^{\prime}\right)\right|-\left|v_{0}\left(\Gamma^{\prime}\right)\right| e^{-4 \beta(k-1)}+\left|v\left(\Gamma^{\prime}\right)\right| e^{-4 \beta(k-1)-\beta / 4}\right]
$$

where we have set

$$
\begin{equation*}
v_{0}\left(\Gamma^{\prime}\right)=\bigcup_{\gamma \in\left\{\gamma_{0}\right\} \cup \Gamma_{a}} v_{0}(\Gamma, \gamma) \quad \text { and } \quad v_{0}(\Gamma, \gamma)=v(\Gamma, \gamma) \backslash \bar{\partial} v(\Gamma, \gamma) \tag{5.18}
\end{equation*}
$$

The second term is usually dominant because of the factor $\exp [-4 \beta(k-1)]$, which is larger than $\beta h$, but the trouble is that there are contours such that

$$
\left|v_{0}\left(\Gamma^{\prime}\right)\right| \ll\left|v\left(\Gamma^{\prime}\right)\right|
$$

Think, for instance, of somthing like a negative pyramid obtained as a collection of centered cylinders with square bases of sides $s, s-2, s-4$, $s-6, \ldots, r$. In this case $\left|v\left(\Gamma^{\prime}\right)\right|=s^{2}$, while $\left|v_{0}\left(\Gamma^{\prime}\right)\right| \leqslant r^{2}$. For this kind of contour the operation of cut and paste is not useful, because one can have

$$
\frac{w_{h}^{n}(\mathscr{A})}{w_{h}^{n}\left(\mathscr{A}^{\prime \prime}\right)}>1
$$

So our idea is to cut and paste those contours for which, say, $\left|v_{0}\left(\Gamma^{\prime}\right)\right| \geqslant \frac{1}{2}\left|v\left(\Gamma^{\prime}\right)\right|$. As for the other contours, they are supposedly very depressed because they have a large amount of boundary, so it should not be too difficult to sum their weights directly.

Proposition 5.9. Assume $\left(K_{1}\right)-\left(K_{4}\right)$. If $\Gamma \in \operatorname{Con}(A, k)$ with $S(\Gamma)=-1$ and $v\left(\Gamma^{\prime}\right) \cap \partial A \neq \varnothing, v\left(\Gamma^{\prime}\right) \cap A^{\prime} \neq \varnothing$, then one of the following assertions holds:

1. $\sum_{\gamma \in \Gamma}|\tilde{\gamma}| \geqslant 4 k|\delta \Lambda|$.
2. $\left|v_{0}\left(\Gamma^{\prime}\right)\right| \geqslant \frac{1}{2}\left|v\left(\Gamma^{\prime}\right)\right|$, where $\left|v_{0}\left(\Gamma^{\prime}\right)\right|$ is given by (5.18).
3. $\sum_{\gamma^{\prime} \in \Gamma^{\prime}}[|\tilde{\gamma}|-2 q(\gamma)] \geqslant(1 / 160 k)\left[\sum_{\gamma \in I^{\prime}}|\tilde{\gamma}|+\frac{1}{12}\left|v\left(\Gamma^{\prime}\right)\right|\right]$.

Proof. If $x \in v\left(\Gamma^{\prime}\right) \backslash v_{0}\left(\Gamma^{\prime}\right)$, then there exists $\gamma \in \Gamma$ such that $x \in \bar{\partial} v(\Gamma, \gamma)$, so there exists $\gamma^{\prime} \in \Gamma$ such that $d_{\infty}\left(\tilde{\gamma}^{\prime}, x\right)=1 / 2$. On the other hand, for each dual edge $e^{*}$ there are six lattice sites whose $\infty$-distance from $e^{*}$ is $1 / 2$. This implies

$$
\left|v\left(\Gamma^{\prime}\right) \backslash v_{0}\left(\Gamma^{\prime}\right)\right| \leqslant 6 \sum_{\gamma \in \Gamma}|\tilde{\gamma}|
$$

If one assumes now that both assertions 1 and 2 fail, one gets

$$
\left|v\left(\Gamma^{\prime}\right)\right| \leqslant 2\left|v\left(\Gamma^{\prime}\right) \backslash v_{0}\left(\Gamma^{\prime}\right)\right| \leqslant 12 \sum_{\gamma \in \Gamma}|\tilde{\gamma}| \leqslant 48 k|\delta \Lambda| \leqslant \zeta^{2}|A|
$$

On the other hand, by applying Proposition A. 4 to $U=\Lambda \backslash v\left(\Gamma^{\prime}\right)$ (see the proof of Lemma 5.7) and using the assumption that assertion 1 fails, we obtain

$$
\sum_{\gamma \in \Gamma^{\prime}}[|\tilde{\gamma}|-2 q(\gamma)] \geqslant \frac{1}{20}|\delta A| \geqslant \frac{1}{40 \cdot 48 k}\left|v\left(\Gamma^{\prime}\right)\right|+\frac{1}{40 \cdot 4 k} \sum_{\gamma \in F}|\tilde{\gamma}|
$$

Proof of Lemma 5.8. The proof is quite similar to that of Lemma 5.4 (plus the estimate of Lemma 5.7). So we are going to define two maps $\mathscr{A} \mapsto f(\mathscr{A})=\mathscr{A}^{\prime}$ and $\mathscr{A} \mapsto g(\mathscr{A})=\mathscr{A}^{\prime \prime}$ in such a way that we can use Proposition 3.3 successfully. The main differences from Lemma 5.4 are as follows:
(a) $g$ maps $S_{-, 1}\left(\Lambda, k-1, \Lambda^{\prime}\right)$ into the whole space $W_{l}(\Lambda, k)$, so we cannot iterate the inequality.
(b) The definitions of both $f$ and $g$ will depend on which condition in Proposition 5.9 is satisfied.
(c) In Lemma $5.4, g$ is defined by modifying all contours $\Gamma$ such that $v\left(\Gamma^{\prime}\right)$ intersects both $\partial \Lambda$ and $\Lambda^{\prime}$, because we wanted to make sure that $g$ mapped $S_{+, .}^{0}\left(\Lambda, j, \Lambda^{\prime}\right)$ into $S_{+, .}^{0}\left(\Lambda, j-1, \Lambda^{\prime}\right)$. Here we cannot get that anyway, so we modify only the "first" contour which has a nonempty intersection with both $\partial \Lambda$ and $\Lambda^{\prime}$.

Here is how it works. Let

$$
Y=\left\{\Gamma \in \operatorname{Con}(\Lambda, k): S(\Gamma)=-1 \text { and } v\left(\Gamma^{\prime}\right) \cap \partial A \neq \varnothing, v\left(\Gamma^{\prime}\right) \cap \Lambda^{\prime} \neq \varnothing\right\}
$$

If $\mathscr{A} \in S_{-l,( }\left(\Lambda, k-1, \Lambda^{\prime}\right)$, we choose $\Gamma_{*} \in \mathscr{A}$ as the "first" contour in $\mathscr{A} \cap Y$ [Proposition 5.5 (iii) shows that there exists at least one such contour, and one can choose the first by ordering the set of all contours in any arbitrary way]. We then define (for any contour $\Gamma \in Y) \Gamma_{a}, \Gamma_{b}, \Gamma_{c}, \Gamma^{\prime}, \Gamma^{\prime \prime}$ exactly as in Lemma 5.4, but with all signs reversed (each $\leqslant$ is replaced by a $\geqslant$, each + by a -, and vice verse).

Then we write

$$
Y=Y_{1} \cup Y_{2} \cup Y_{3}
$$

in such a way that the statement $j$ of Proposition 5.9 holds for all $\Gamma \in Y_{j}$ for $j=1,2,3$ (by taking differences one can assume that the $Y_{j}$ are pairwise disjoint). Accordingly, we define the maps $f$ and $g$ as

$$
\begin{aligned}
& f(\mathscr{A})= \begin{cases}\Gamma_{*} & \text { if } \Gamma_{*} \in Y_{1} \\
\Gamma_{*}^{\prime} & \text { if } \Gamma_{*} \in Y_{2} \cup Y_{3}\end{cases} \\
& g(\mathscr{A})= \begin{cases}\mathscr{A} \backslash\left\{\Gamma_{*}\right\} & \text { if } \Gamma \in Y_{1} \\
\mathscr{A} \backslash\left\{\Gamma_{*}\right\} \cup \Gamma_{*}^{\prime \prime} & \text { if } \Gamma \in Y_{2} \cup Y_{3}\end{cases}
\end{aligned}
$$

Now we want $Y^{\prime}$ to contain the image of $S_{-.,}\left(\Lambda, k-1, \Lambda^{\prime}\right)$ under $f$. So we set

$$
\begin{gathered}
Y_{1}^{\prime}=Y_{1}, \quad Y_{i}^{\prime}=\left\{\Gamma^{\prime}: \Gamma \in Y_{i}\right\}, \quad i=2,3 \\
Y^{\prime}=Y_{1}^{\prime} \cup Y_{2}^{\prime} \cup Y_{3}^{\prime}
\end{gathered}
$$

(by taking differences again we assume that the $Y_{i}^{\prime}$ are pairwise disjoint). If $\mathscr{A} \in S_{-. /}\left(\Lambda, k-1, \Lambda^{\prime}\right)$, then $f(\mathscr{A}) \in Y^{\prime}$. We claim that

$$
\begin{equation*}
w_{h}^{n}(\mathscr{A}) \leqslant w_{h}^{n}(g(\mathscr{A})) \tilde{w}(f(\mathscr{A})) \tag{5.19}
\end{equation*}
$$

where, for any $\Gamma \in Y^{\prime}$,
$\bar{w}(\Gamma)= \begin{cases}\exp \left(-\frac{1}{2} \beta k|\delta A|\right) \\ & \times \prod_{i^{\prime} \in \Gamma} \exp \left[-\frac{\beta}{5}|\tilde{\gamma}| L(\gamma)-\frac{1}{3} \beta h|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right] \\ \text { if } \Gamma \in Y_{i}^{\prime} \\ \exp \left\{-\frac{1}{5} \beta h|v(\Gamma)|-\beta \sum_{\gamma \in \Gamma}[|\tilde{\gamma}|-2 q(\gamma)]\right\} & \text { if } \quad \Gamma \in Y_{2}^{\prime} \\ \exp \left\{-\frac{\beta}{160 k}\left[\frac{1}{15}|v(\Gamma)|+\sum_{\gamma^{\prime} \in \Gamma}|\tilde{\gamma}|\right]\right\} \quad \text { if } \quad \Gamma \in Y_{3}^{\prime}\end{cases}$
Once we believe in (5.19), (5.20), by Proposition 3.3 we get

$$
\begin{equation*}
\bar{\mu}_{i}^{\prime \prime n}\left(S_{-, I}\left(\Lambda, k-1, \Lambda^{\prime}\right)\right) \leqslant \sum_{\Gamma \in Y^{\prime}} \bar{w}(\Gamma) \tag{5.21}
\end{equation*}
$$

We are going to estimate the RHS of (5.21) first, and then we will prove (5.19), (5.20). We write

$$
\sum_{\Gamma \in Y^{\prime}} \bar{w}(\Gamma)=X_{1}+X_{2}+X_{3}, \quad \text { where } \quad X_{i}=\sum_{\Gamma \in Y_{i}^{\prime}} \bar{w}(\Gamma)
$$

Then

$$
\begin{aligned}
& X_{1} \leqslant \exp \left(-\frac{1}{2} \beta k|\delta A|\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant\left[\exp \left(-\frac{1}{.2} \beta k|\delta \Lambda|\right)\right]|\partial \Lambda| \\
& \times \sum_{\substack{\Gamma \in \operatorname{Con}(A, k) \\
v(\Gamma) \neq 0}} \prod_{\gamma \in \Gamma} \exp \left[-\frac{\beta}{5}|\tilde{\gamma}| L(\gamma)-\frac{1}{3} \beta h|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right] \\
& \leqslant \exp \left(-\frac{1}{3} \beta k|\delta \Lambda|\right)
\end{aligned}
$$

by Proposition 2.9. To estimate $X_{2}$, we use Lemma 5.7 (replacing $\beta h / 3$ with $\beta h / 5$ does not change the result or the proof) and we get

$$
X_{2} \leqslant \sum_{, \mathcal{A} \in W_{T}^{-}(A, k)} e^{-(1 / / 5) \beta h|v(\Gamma)|} \prod_{\gamma \in \Gamma} e^{-\beta(|\dot{y}|-2 q(\gamma))} \leqslant e^{-(1 / 30) \beta N}
$$

As for $X_{3}$, we observe that $X_{3} \subset \operatorname{Con}^{-}(\Lambda, k)$, so, if $\Gamma \in X_{3}$,

$$
|v(\Gamma)|=\sum_{\gamma \in \Gamma}|v(\Gamma, g)| \cdot|I(\gamma)-k|
$$

Moreover, each contour in $X_{3}$ intersects $\partial \Lambda$ and $\Lambda^{\prime}$, which implies $\left|\widetilde{\Gamma}_{\text {ext }}\right| \geqslant N / 2$. Thus by Proposition 2.9

$$
\begin{aligned}
X_{3} & \leqslant \sum_{\substack{\Gamma \in C_{\text {ont }(A, k)}^{v(\Gamma) \cap \partial A \neq \varnothing .\left|F_{\text {exl }}\right| \geqslant N / 2}}} \prod_{\gamma \in \Gamma} \exp \left\{-\frac{\beta}{160 k}\left[|\tilde{\gamma}|+\frac{1}{15}|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]\right\} \\
& \leqslant|\partial A| \exp \left(-\frac{\beta N}{700 k}\right)
\end{aligned}
$$

Adding up all terms, we obtain

$$
\bar{\mu}_{i}^{h, n}\left(S_{-,,}\left(\Lambda, k-1, \Lambda^{\prime}\right)\right) \leqslant \sum_{\Gamma \in Y^{\prime}} \bar{w}(\Gamma) \leqslant e^{-1 / 800 k i \beta \beta}
$$

Let us now go back and prove (5.19), (5.20).

- $\Gamma \in Y_{1}$. Since $\mathscr{A}^{\prime \prime}=\mathscr{A} \backslash \Gamma_{*}$, we have $\Pi\left(\mathscr{A}_{\partial}^{\prime \prime}\right) \supset \Pi(\mathscr{A})$, so, by (5.7) and (2.10),

$$
w_{h}^{\prime \prime}(\mathscr{A})=\hat{Z}_{\epsilon}^{k}\left(A, w_{h}, \Pi\left(\mathscr{A}_{\partial}\right)\right) \prod_{\Gamma \in \mathscr{A}} \tilde{w}_{h}^{n}(\Gamma) \leqslant w_{h}^{n}\left(\mathscr{A}^{\prime \prime}\right) \tilde{w}_{h}^{n}\left(\Gamma_{*}\right)
$$

and, by (ii) of Corollary 2.8,

$$
\begin{aligned}
\frac{w_{h}^{n}(\mathscr{A})}{w_{h}^{n}\left(\mathscr{A}^{\prime \prime}\right)} \leqslant & \prod_{\gamma \in \Gamma_{*}} \exp \left[-(\beta-1)|\tilde{\gamma}| L(\gamma)+2 \beta q(\gamma) L_{n}(\gamma)\right. \\
& \left.-\frac{1}{3} \beta h|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]
\end{aligned}
$$

By observing that, since $S\left(\Gamma_{\text {ext }}\right)=-1$,

$$
\sum_{\gamma \in \Gamma_{*}} 2 q(\gamma) L_{n}(\gamma) \leqslant 2 k|\delta \Lambda|, \quad \sum_{\gamma \in \Gamma_{*}}|\tilde{\gamma}| \geqslant 4 k|\delta \Lambda|
$$

we get

$$
\sum_{\gamma \in \Gamma_{*}}\left[|\tilde{\gamma}| L(\gamma)-2 q(\gamma) L_{n}(\gamma)\right] \geqslant k|\delta \Lambda|+\frac{1}{4} \sum_{\gamma \in \Gamma_{*}}|\hat{\gamma}| L(\gamma)
$$

hence

$$
\frac{w_{h}^{\prime \prime}(\mathscr{A})}{w_{h}^{\prime \prime}\left(\mathscr{A}^{\prime \prime}\right)} \leqslant \exp \left(-\frac{\beta}{2} k|\delta A|\right) \prod_{\gamma \in \Gamma_{*}} \exp \left[-\frac{\beta}{5}|\tilde{\gamma}| L(\gamma)-\frac{1}{3} \beta h|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]
$$

- $\Gamma \in Y_{2}$. In this case, by definition of $Y_{2}$, we have $\left|v_{0}\left(\Gamma^{\prime}\right)\right| \geqslant \frac{1}{2}\left|v\left(\Gamma^{\prime}\right)\right|$. Thus one can proceed as in the proof of Proposition 5.6 and get

$$
\frac{w_{h}^{n}(\mathscr{A})}{w_{h}^{\prime}\left(\mathscr{A} \mathscr{A}^{\prime \prime}\right)}=R_{1} R_{2}
$$

where, letting $\gamma_{0}$ be the external cylinder in $\Gamma_{*}$,

$$
\begin{aligned}
R_{1} & \leqslant\left[w_{h}^{n}\left(\left(\gamma_{0}, k, k-1\right)\right) \prod_{\gamma \in\left(I_{*}\right)_{c}} w_{h}((\tilde{\gamma}, k-1, k))\right] \\
& =e^{-\beta h\left(\Gamma_{*}^{*}\right)} \prod_{\gamma \in \Gamma_{*}^{*}} e^{-\beta(|\tilde{\gamma}|-2 q(\gamma))}
\end{aligned}
$$

and

$$
R_{2} \leqslant \prod_{\gamma \in\left(\gamma_{0}\right\} \cup\left(r_{*}\right) a} \frac{\hat{Z}_{c}^{\mu(\gamma)}\left(v(\Gamma, \gamma), w_{h}, \Pi(\mathscr{A})\right)}{\hat{Z}_{c}^{\prime(\gamma)+1}\left(v(\Gamma, \gamma), w_{h}, \Pi(\mathscr{A})\right.}
$$

Using (ii) of Lemma 2.7 , since since $\beta h \leqslant \frac{1}{4} e^{-4 \beta(k-1)}$, one gets $\frac{w_{h}^{n}(\mathscr{A})}{w_{h}^{n}\left(\mathscr{A}^{\prime \prime}\right)}$

$$
\begin{aligned}
\leqslant & \exp \left[\beta h\left|v\left(\Gamma_{*}^{\prime}\right)\right|-\left|v_{0}\left(\Gamma_{*}^{\prime}\right)\right| e^{-4 \beta(k-1)}+\left|v\left(\Gamma_{*}^{\prime}\right)\right| e^{-4 \beta(k-1)-\beta / 4}\right] \\
& \times \prod_{\gamma \in \Gamma_{*}^{\prime}} \exp [-\beta|\tilde{\gamma}|+2 \beta q(\gamma)] \\
\leqslant & \exp \left[\beta h\left|v\left(\Gamma_{*}^{\prime}\right)\right|-0.49\left|v\left(\Gamma_{*}^{\prime}\right)\right| e^{-4 \beta(k-1)}\right] \prod_{\gamma \in \Gamma_{*}^{\prime}} \exp [-\beta|\tilde{\gamma}|+2 \beta q(\gamma)] \\
\leqslant & \prod_{\gamma \in \Gamma_{*}^{\prime}} \exp \left[-\beta|\tilde{\gamma}|+2 \beta q(\gamma)-\frac{1}{5} \beta h\left|v\left(\Gamma_{*}^{\prime}\right)\right|\right]
\end{aligned}
$$

- $\Gamma \in Y_{3}$. This case is similar to the previous one. Using assertion 3 of Proposition 5.9, we obtain

$$
\begin{aligned}
\frac{w_{h}^{n}(\mathscr{A})}{w_{h}^{\prime n}\left(\mathscr{A}^{\prime \prime}\right)} \leqslant & \exp \left[\beta h\left|v\left(\Gamma_{*}^{\prime}\right)\right|-\left|v_{0}\left(\Gamma_{*}^{\prime}\right)\right| e^{-4 \beta(k-1)}+\left|v\left(\Gamma_{*}^{\prime}\right)\right| e^{-4 \beta(k-1)-\beta / 4}\right] \\
& \times \prod_{\gamma \in \Gamma_{*}^{\prime}} \exp [-\beta|\tilde{\gamma}|+2 \beta q(\gamma)] \\
\leqslant & \exp \left\{\left|v\left(\Gamma_{*}^{\prime}\right)\right|\left[\beta h_{1}^{+}(\beta)+e^{-\beta / 4}\right]\right\} \prod_{\gamma \in \Gamma_{*}^{\prime}} \exp [-\beta|\tilde{\gamma}|+2 \beta q(\gamma)] \\
\leqslant & \prod_{\gamma \in \Gamma_{*}^{\prime}} \exp \left\{-\frac{\beta}{160 k}\left[\left.|\tilde{\gamma}|+\frac{1}{15} \right\rvert\, v\left(\Gamma_{*}^{\prime}\right)\right]\right\}
\end{aligned}
$$

We can finally give the proof of theorem.
Proof of Theorem 5.1. Let $n=\sup _{x \in \partial^{+} A} \psi(x)$. By FKG,

$$
\begin{aligned}
\mu_{A}^{h, \psi}\left(S_{+}\left(\Lambda, k+j, \Lambda^{\prime}\right)\right) & \leqslant \mu_{A}^{h_{n} n}\left(S_{+}\left(\Lambda, k+j, \Lambda^{\prime}\right)\right) \\
& \leqslant \lim _{n \rightarrow \infty} \mu_{i}^{h, n}\left(S_{+}\left(\Lambda, k+j, \Lambda^{\prime}\right)\right)
\end{aligned}
$$

By Lemmas 5.3, 5.4, and 5.7, we have, for all $n>k$

$$
\begin{aligned}
\mu_{A}^{h, n} & \left(S_{+}\left(\Lambda, k+j, \Lambda^{\prime}\right)\right) \leqslant \bar{\mu}_{A}^{h_{1} n}\left(S_{+, \Lambda}\left(\Lambda, k+j, \Lambda^{\prime}\right)\right) \\
& =\sum_{m=j}^{\infty} \bar{\mu}_{A}^{h_{i} n}\left(S_{+. /}^{0}\left(\Lambda, k+m, \Lambda^{\prime}\right)\right) \\
& \leqslant \sum_{m=j}^{\infty} \bar{\mu}_{A}^{h_{i}^{\prime n}}\left(S_{+, I}^{0}\left(\Lambda, k, \Lambda^{\prime}\right)\right) e^{-(1 / 30) \beta N N m} \leqslant e^{-(1 / 50) \beta N j}
\end{aligned}
$$

On the other hand, by FKG, Lemma 5.3, and Lemma 5.8,

$$
\mu_{A}^{h_{1} \psi}\left(S_{-}\left(\Lambda, k-j, \Lambda^{\prime}\right)\right) \leqslant \mu_{A}^{h_{.} 1}\left(S_{-}\left(\Lambda, k-j, \Lambda^{\prime}\right)\right) \leqslant e^{-(1 / 800 k) \beta N}
$$

### 5.4. Free Boundary Conditions. Proof of Theorem 5.2

We prove the theorem only for $S_{+}$, since the other case is identical.
As we did for $n$ b.c., we express the partition function with free b.c. by means of cylinders starting from level $k$ whose weight is modified at the boundary

$$
w_{h}^{\varnothing}(\gamma)=\exp [-\beta|\tilde{\gamma}| L(\gamma)+\beta q(\gamma) L(\gamma)-\beta h S(\gamma)|\tilde{\gamma}| L(\gamma)]
$$

where $q(\gamma)=|\tilde{\gamma} \cap \delta A|$. Thanks to Lemma 5.3, we know that for any $x \in \Lambda$

$$
\begin{equation*}
\mu_{A}^{h_{i} \varnothing}\left(S_{+}(\Lambda, j,\{x\})\right) \leqslant \mu_{i}^{h_{,} \varnothing}\left(S_{+, 1}(\Lambda, j,\{x\})\right) \tag{5.22}
\end{equation*}
$$

Furthermore, if $\mathscr{A} \in S_{+, l}(A, j,\{x\})$, then there exists a unique $\Gamma \in \mathscr{A}$ such that

$$
R_{+}\left(\Lambda, j, \varphi_{\Gamma}\right) \ni x
$$

where $\varphi_{\Gamma}$ is the configuration corresponding to $\Gamma$. In other words there is a unique contour $\Gamma \in \mathscr{A}$ which is "responsible" for the percolation from the boundary to $x$ at level (at least) $j$. Thus, using Proposition 3.4, we obtain

$$
\bar{\mu}_{i}^{h_{\varnothing} \varnothing}\left(S_{+, \lambda}(\Lambda, j,\{x\})\right) \leqslant \sum_{\Gamma: R_{+}\left(A, j, \varphi_{\Gamma}\right) \ni x} \tilde{w}_{h}^{\varnothing}(\Gamma)
$$

By Corollary 2.8 we can write for all $\Gamma \in \operatorname{Con}(\Lambda, k)$

$$
\begin{aligned}
\tilde{w}_{h}^{\varnothing}(\Gamma) & \leqslant \bar{w}(\Gamma) \\
& \equiv \prod_{\gamma \in \Gamma} \exp \left[-(\beta-1)|\tilde{\gamma}| L(\gamma)+\beta q(\gamma) L(\gamma)-\frac{\beta h}{2}|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]
\end{aligned}
$$

We now want to give an alternative expression for $\bar{w}(\Gamma)$ which corresponds to slicing the (positive and negative) shyscrapers into (possibly disconnected) slices of thickness one. Take then the sets $U^{m}, m=3 / 2,5 / 2, \ldots$, defined in Proposition 2.2. It is clear that

$$
\bar{w}(\Gamma)=\prod_{m=3 / 2}^{\infty} \exp \left[-(\beta-1)\left|\delta U^{m} \backslash \delta \Lambda\right|-\frac{\beta h}{2}\left|U^{m}\right|\right]
$$

(only a finite number of terms are different from 1). Now we want to show that if $N h \geqslant 10$, then

$$
\begin{equation*}
(\beta-1)\left|\delta U^{m} \backslash \delta A\right|+\frac{\beta h}{2}\left|U^{m}\right| \geqslant \frac{\beta}{11}\left|\delta U^{m}\right|+\frac{\beta h}{4}\left|U^{m}\right| \tag{5.23}
\end{equation*}
$$

Assume in fact that $\left|\delta U^{m} \backslash \delta A\right| \leqslant \frac{1}{10}\left|\delta U^{m}\right|$. Then $\left|\delta U^{m} \cap \delta A\right| \geqslant \frac{9}{10}\left|\delta U^{m}\right|$, and, by Proposition A1.3,

$$
\left|U^{m}\right| \geqslant \frac{1}{6}\left|\delta U^{m}\right| N
$$

Thus

$$
\frac{\beta h}{2}\left|U^{m}\right| \geqslant \frac{\beta h}{4}\left|U^{m}\right|+\frac{1}{24} \beta h N\left|\delta U^{m}\right| \geqslant \frac{\beta h}{4}\left|U^{m}\right|+\frac{1}{11} \beta\left|\delta U^{m}\right|
$$

which implies (5.23). Moreover, if $R_{+}\left(\Lambda, j, \varphi_{\Gamma}\right) \ni x$, then there is a *-path from $\partial \Lambda$ to $x$ which is contained in each $U^{\prime \prime \prime}$ for $m=k+1 / 2, \ldots, k+j-1 / 2$. Hence

$$
\sum_{m=3 / 2}^{\infty} \frac{\beta}{11}\left|\delta U^{m}\right|+\frac{\beta h}{4}\left|U^{m}\right| \geqslant \frac{\beta}{22} d\left(\Lambda^{c}, x\right) j+\sum_{m=3 / 2}^{\infty}\left(\frac{\beta}{22}\left|\delta U^{m}\right|+\frac{\beta h}{4}\left|U^{m}\right|\right)
$$

Going back to the standard representation in terms of cylinders, we find that for all $\Gamma$ such that $R_{+}\left(\Lambda, j, \varphi_{\Gamma}\right) \ni x$,

$$
\begin{aligned}
& \bar{w}(\Gamma) \leqslant \exp \left[-\frac{1}{22} \beta d\left(A^{c}, x\right) j\right] \\
& \quad \times \prod_{\gamma \in \Gamma} \exp \left[-\frac{\beta}{22}|\tilde{\gamma}| L(\gamma)-\frac{\beta h}{4}|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]
\end{aligned}
$$

Collecting all the pieces together, and using Proposition 2.9 to sum over contours, we finally obtain

$$
\mu_{A}^{h . \varnothing}\left(S_{+}(A, j,\{x\})\right) \leqslant e^{-(1 / 22) \beta j d\left(A^{c} \cdot x\right)}
$$

## 6. ARBITRARY BOUNDARY CONDITION II. CLOSE TO THE PHASE TRANSITION

Now we want to extend the validity of Theorem 5.1 to the interval $h \in\left(h_{k}^{*}(\beta), h_{k-1}^{*}(\beta)\right)$, provided that the size $N$ of the box is large enough. In particular, $N$ has to go to infinity when $h$ tends to one of the two endpoints $h_{k}^{*}(\beta), h_{k-1}^{*}(\beta)$. If we let [remember (4.2)] for each $k$

$$
\bar{N}(\beta, h)= \begin{cases}N_{0}(h)=\left(\zeta^{3} h\right)^{-1} & \text { if } h \in I_{k}(\beta)  \tag{6.1}\\ \max \left\{N_{0}(h), \beta\left(\zeta^{3}\left|a_{k}(\beta, h)\right|\right)^{-1}\right\} & \text { if } h \in\left(h_{k+1}^{+}(\beta), h_{k}^{-}(\beta)\right)\end{cases}
$$

we have the following result.
Theorem 6.1. Let $\beta$ be large enough and $h \in\left(h_{k}^{*}(\beta), h_{k-1}^{*}(\beta)\right)$, with $1 \leqslant k \leqslant k_{\max }=\left\lfloor e^{\beta \zeta / 20}\right\rfloor$. If $\Lambda=Q_{N}$ with $N>\bar{N}(\beta, h)$ and $\Lambda^{\prime}=Q_{N^{\prime}}$ with $N^{\prime}=N-2\lfloor 2 N / 5\rfloor$, then (letting $\zeta=1000^{-1}$ )

$$
\begin{equation*}
\sup _{\psi \in \Omega} \mu_{A}^{h_{,} \psi}\left(S_{+}\left(\Lambda, k+j, \Lambda^{\prime}\right) \cup S_{-}\left(\Lambda, k-j, \Lambda^{\prime}\right)\right) \leqslant e^{-\left(\zeta \beta / 10 k^{2}\right) N j} \tag{6.2}
\end{equation*}
$$

Corollary 6.2. Let $\beta, h, \zeta$ be as in Theorem 6.1. Then there exists $C(\beta, h)$ such that for all $\Lambda=Q_{N}$ with $N \geqslant N_{1}=\lfloor 8 / h+1\rfloor$,

$$
\sup _{\psi, \psi^{\prime} \in \Omega}\left|\mathbf{E}_{A}^{h, \psi} \varphi(0)-\mathbf{E}_{A}^{1, \psi^{\prime}} \varphi(0)\right| \leqslant C(\beta, h) e^{-\left(\beta \zeta / 20 k^{2}\right) N}
$$

### 6.1. Proof of Theorem 6.1

In Theorem 5.1 we have already treated the case $h \in I_{k}(\beta)$ for $k=1, \ldots, k_{\text {max }}$; thus we now assume

$$
h \in \bigcup_{k=1}^{k_{\max }}\left(\left(h_{k}^{*}(\beta), h_{k}^{-}(\beta)\right] \cup\left[h_{k}^{+}(\beta), h_{k-1}^{*}(\beta)\right)\right)
$$

The interval $\left[h_{1}^{+}(\beta), h_{0}^{*}(\beta)\right)$ is somewhat special, because $h_{0}^{*}(\beta)=+\infty$, but it is also the easiest to deal with. In fact for $h$ in this interval, we can choose any $\bar{h} \in I_{1}(\beta)$, so that, by FKG and Theorem 5.1, the LHS of (6.2) can be bounded by

$$
\sup _{\psi \in \Omega} \mu_{A}^{h, \psi}\left(S_{+}\left(\Lambda, 1+j, \Lambda^{\prime}\right)\right) \leqslant \sup _{\psi \in \Omega} \mu_{A}^{\hbar_{,}, \psi}\left(S_{+}\left(\Lambda, 1+j, \Lambda^{\prime}\right)\right) \leqslant e^{-\left(\zeta \beta \beta / k^{2}\right) N j}
$$

Since the case $h \in\left[h_{k}^{+}(\beta), h_{k-1}^{*}(\beta)\right)$ is similar to the case $h \in\left(h_{k}^{*}(\beta), h_{k}^{-}(\beta)\right]$, we will only consider this last possibility and choose then $h \in\left(h_{k}^{*}(\beta), h_{k}^{-}(\beta)\right]$. We also let $a(h)=a_{k}(\beta, h)$.

The difficulty we are going to face is the following: as long as $h \in I_{k}(\beta)$, we know, by Lemma 2.7(iii), that

$$
\frac{Z_{e}^{h, \mu}(V)}{Z_{e}^{h, k}(V)} \sim e^{-\beta h \mid V / 2} \quad \forall n \neq k
$$

and this yields a bound on the weights on contours (Corollary 2.8) such that they can be summed (Proposition 2.9). On the other hand, we know from Theorem 4.1 that, if $h \in\left(h_{k}^{*}(\beta), h_{k}^{-}(\beta)\right]$ and we include in the partition function only cylinders whose diameter is less then $1 /|a(h)|$, then all cylinders starting from $k$ or $k+1$ are stable, so

$$
\frac{Z_{e}^{n, k+1}(V)}{Z_{e}^{n, k}(V)} \sim e^{-a(h) \mid \eta}
$$

This means that the bound for the weight of a contour given in Corollary 2.8 will be replaced by

$$
\left.\tilde{w}_{h}(\Gamma) \leqslant \prod_{\gamma \in \Gamma} \exp \left[\left.-(\beta-1)|\tilde{\gamma}|_{J} L(\gamma)-\frac{\beta}{2} h^{\prime}(I(\gamma))|v(\Gamma, \gamma)| \cdot \right\rvert\, I(\gamma)-k\right]\right]
$$

where $h^{\prime}(n)=h$ except when $n=k+1$, in which case $h^{\prime} \sim a(h) / \beta$. The problem is that, since $a(h) \searrow 0$ when $h \rightarrow h_{k}^{*}(\beta)$, then $h^{\prime}$ will be too small to "beat" the entropy given by the sum over cylinders whose minimum diameter is fixed, if $h$ is too close to $h_{k}^{*}(\beta)$.

To fix this we modify the definition of elementary cylinders. A cylinder $\gamma$ is here called elementary if does not touch the boundary $\delta A$ (as in Section 5) and

$$
\operatorname{diam} \tilde{\gamma} \leqslant \vartheta^{\prime}(\beta, h, E(\gamma))
$$

where

$$
\vartheta^{\prime}(\beta, h, n)=\left\{\begin{array}{lll}
\vartheta(\beta)=e^{\beta \zeta / 10} & \text { if } n \notin\{k, k+1\} \\
(|a(h)|)^{-1} & \text { if } n=k, k+1
\end{array}\right.
$$

This modification of course affects the definition of many objects, such as

$$
C_{e}(V, k), \Gamma_{l}, \varphi_{l}, C_{c . l}^{*}(V, k), W(V, k), W_{l}(V, k), \operatorname{Con}(V, k)
$$

which, when we use the new definition of elementary cylinder, will be respectively denoted by

$$
C_{e^{\prime}}(V, k), \Gamma_{l^{\prime}}, \varphi_{l^{\prime}}, C_{c, l^{\prime}}^{*}(V, k), W^{\prime}(V, k), W_{l^{\prime}}(V, k), \operatorname{Con}^{\prime}(V, k)
$$

Let us also define

$$
h^{\prime}(n)= \begin{cases}h & \text { if } \quad n \neq k+1 \\ |a(h)| / \beta & \text { if } \quad n=k+1\end{cases}
$$

We observe that

$$
\begin{equation*}
\vartheta^{\prime}(n) \geqslant \vartheta \quad \text { for all } n \tag{6.3}
\end{equation*}
$$

In fact, by property 7 of Theorem 4.4, we have

$$
a(h)=\beta h+\sum_{\Lambda \ni 0}\left[\frac{\Phi^{k}\left(\Lambda, w_{h}^{\mathrm{tr}}\right)}{|\Lambda|}-\frac{\Phi^{k+1}\left(\Lambda, w_{h}^{\mathrm{tr}}\right)}{|\Lambda|}\right]
$$

and, by property 6 of the same theorem,

$$
|a(h)| \leqslant \beta h+\sum_{A \ni 0}\left[\left|\Phi^{k}\left(\Lambda, w_{h}^{\mathrm{tr}}\right)\right|+\left|\Phi^{k+1}\left(\Lambda, w_{h}^{\mathrm{tr}}\right)\right|\right] \leqslant \beta h_{1}^{-}(\beta)+2 e^{-\beta} \leqslant e^{-\beta / 2}
$$

We now claim the following.
Proposition 6.3. Let $\beta$ be large enough and $h \in\left(h_{k}^{*}(\beta), h_{k}^{-}(\beta)\right]$ with $1 \leqslant k \leqslant k_{\text {max }}=\left\lfloor e^{\beta \gamma / 20}\right\rfloor$. If $\Pi$ is as in Lemma 2.7, then for each simply connected finite $V, n \neq k$,

$$
\begin{aligned}
& \exp [-(n-k) \beta h|V|] \frac{\dot{Z}_{e^{\prime}}^{n}\left(V, w_{h}, \Pi\right)}{\frac{Z_{e^{k}}^{k}\left(V, w_{h}, \Pi\right)}{}} \\
& \quad \leqslant \exp \left[-\frac{1}{4} \beta h^{\prime}(n)|V| \cdot|n-k|+|\delta V| e^{-\beta \zeta / / 6}\right]
\end{aligned}
$$

and for each $\Gamma \in \operatorname{Con}^{\prime}(\Lambda, k)$

$$
\tilde{w}_{h}(\Gamma) \leqslant \prod_{\gamma \in \Gamma} \exp \left[-(\beta-1)|\tilde{\gamma}| L(\gamma)-\frac{1}{4} \beta h^{\prime}(I(\gamma))|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]
$$

Proof of Theorem 6.1 Given Proposition 6.3. Let $h \in\left(h_{k}^{*}(\beta)\right.$, $\left.h_{k}^{-}(\beta)\right]$. Then, by FKG and Theorem 5.1

$$
\begin{aligned}
\mu_{A}^{h_{4} \psi}\left(S_{-}\left(\Lambda, k-j, \Lambda^{\prime}\right)\right) & \leqslant \mu_{A}^{h_{i}^{-}(\beta) \cdot \psi}\left(S_{-}\left(\Lambda, k-j, \Lambda^{\prime}\right)\right) \\
& \leqslant e^{-\left(\zeta / k^{2}\right) \beta N j} \quad \forall j>0
\end{aligned}
$$

Similarly, if $j \geqslant 2$,

$$
\begin{align*}
\mu_{A}^{h, \psi}\left(S_{+}\left(\Lambda, k+j, \Lambda^{\prime}\right)\right) & \leqslant \mu_{A}^{h_{A}^{+}+(\beta), \psi}\left(S_{+}\left(\Lambda, k+j, \Lambda^{\prime}\right)\right) \\
& \leqslant \exp \left[-\frac{\zeta}{(k+1)^{2}} \beta N(j-1)\right] \tag{6.4}
\end{align*}
$$

So the only interesting part is proving that there is no percolation at level $k+1$. The idea is the following: we define a square $\Lambda^{\prime \prime}$ such that $A^{\prime} \subset A^{\prime \prime} \subset A$. Then we know that (with high probability) the b.c. do not percolate from $\partial V$ to $\Lambda^{\prime \prime}$ at level $k+2$. From this it will follow that on the $\partial^{+} \Lambda^{\prime \prime}$ we have "almost" $k+1$ b.c. Then, all we have to do is to treat the case $\psi=k+1$.

Let then $\Lambda^{\prime \prime}=Q_{N^{\prime \prime}}$, where $N^{\prime \prime}=N-2\lfloor N / 4\rfloor-2$, and consider the event

$$
F=S_{+}\left(\Lambda, k+2, \partial^{+} \Lambda^{\prime \prime}\right)
$$

By (6.4), Proposition A.1,

$$
\begin{align*}
& \mu_{i}^{h_{i}}\left(S_{+}\left(\Lambda, k+1, \Lambda^{\prime}\right)\right) \\
& \leqslant \mu_{\Lambda}^{\text {h. } \psi}\left(S_{+}\left(\Lambda, k+1, \Lambda^{\prime}\right) \mid F^{c}\right)+\exp \left[-\frac{\zeta}{(k+1)^{2}} \beta N\right] \\
& \leqslant \exp \left[-\frac{\zeta}{(k+1)^{2}} \beta N\right]+\sup _{\substack{V: A^{\prime} \in V \subset A \\
V \text { ocnected and } \\
\text { simply connected }}} \mu_{V}^{h_{V} \cdot k+1}\left(S_{+}\left(A^{\prime \prime}, k+1, A^{\prime}\right)\right) \tag{6.5}
\end{align*}
$$

so we have to estimate the second term. Let now

$$
G=\left\{\varphi \in \Omega_{A}: \sum_{x \in \partial^{+} A^{\prime \prime}}(\varphi(x)-(k+1))_{+} \leqslant \zeta\left|\partial^{+} A^{\prime \prime}\right|\right\}
$$

where $(A)_{+}$means $\max \{A, 0\}$, and, as usual $\zeta=1000^{-1}$. Obviously $G$ is a negative event. Thanks to FKG and Proposition 3.5 (notice that $\partial^{+} \Lambda^{\prime \prime}$ does satisfy the hypotheses) we know that, for any simply connected $V$,

$$
\begin{equation*}
\mu_{V}^{h, k+1}\left(G^{c}\right) \leqslant \mu_{V}^{h_{V}^{+}+1(\beta), k+1}\left(G^{c}\right) \leqslant e^{-(4 / 5000) \beta N^{\prime \prime}} \leqslant e^{-(1 / 700) \beta N} \tag{6.6}
\end{equation*}
$$

On the other hand, using FKG again, we have

$$
\begin{equation*}
\mu_{V}^{h_{V}^{\prime, k+1}}\left(S_{+}\left(A^{\prime \prime}, k+1, \Lambda^{\prime}\right) \mid G\right) \leqslant \sup _{\psi \in G} \mu_{A^{\prime}}^{h_{i} \tilde{W}}\left(S_{+}\left(\Lambda^{\prime \prime}, k+1, \Lambda^{\prime}\right)\right) \tag{6.7}
\end{equation*}
$$

where

$$
\tilde{\psi}(x)=\psi(x) \vee(k+1)
$$

Clearly

$$
\sum_{x \in \partial^{+} A^{\prime \prime}}|\tilde{\psi}(x)-(k+1)| \leqslant \zeta\left|\partial^{+} \Lambda^{\prime \prime}\right| \quad \forall \psi \in G
$$

so, regarding the probability as a quotient of two partition functions, we have

$$
\begin{equation*}
\sup _{\psi \in G} \mu_{A^{\prime}}^{n_{i} \tilde{\Psi}}\left(S_{+}\left(\Lambda^{\prime \prime}, k+1, \Lambda^{\prime}\right)\right) \leqslant e^{(1 / 50) \beta N^{\prime \prime}} \mu_{A^{\prime \prime}}^{,, k+1}\left(S_{+}\left(A^{\prime \prime}, k+1, \Lambda^{\prime}\right)\right) \tag{6.8}
\end{equation*}
$$

As we did in Section 5, we express the partition function with $k+1$ b.c. as a sum over a collection of contours starting from level $k$ and whose weight is modified at the boundary because of the b.c. So we write

$$
Z^{h, k+1}\left(\Lambda^{\prime \prime}\right)=e^{-\beta h k\left|A^{\prime \prime}\right|-\beta\left|\delta A^{\prime \prime}\right|} \dot{Z}^{k}\left(\Lambda, w_{h}^{k+1}\right)
$$

where

$$
\hat{Z}^{k}\left(\Lambda, w_{h}^{k+1}\right)=\sum_{\mathscr{A} \in W_{r^{\prime}}(A, k)} \hat{Z}_{e^{\prime}}^{k}\left(\Lambda, w_{h}, \Pi\left(\mathscr{A}_{\partial}\right)\right) \prod_{\Gamma \in \mathscr{A}} \tilde{w}_{h}^{k+1}(\Gamma)
$$

and the modified weight for a cylinder $w_{h}^{k+1}(\gamma)$ is defined in (5.3), (5.4). Given a contour $\Gamma$, we now define $\Gamma^{\prime}$ as in Section 5.2. Then, letting

$$
Y=\left\{\Gamma \in \operatorname{Con}^{\prime}\left(\Lambda^{\prime \prime}, k\right): S(\Gamma)=+1, v\left(\Gamma^{\prime}\right) \cap \partial \Lambda^{\prime \prime} \neq \varnothing, v\left(\Gamma^{\prime}\right) \cap \Lambda^{\prime} \neq \varnothing\right\}
$$

we claim that

$$
\begin{equation*}
\mu_{A^{\prime \prime}}^{h, k+1}\left(S_{+}\left(\Lambda^{\prime \prime}, k+1, \Lambda^{\prime}\right)\right) \leqslant \sum_{\Gamma \in Y} \tilde{w}_{h}^{k+1}(\Gamma) \tag{6.9}
\end{equation*}
$$

In fact, Lemma 5.3 and statement (iii) of Proposition 5.5 imply

$$
\begin{aligned}
& \mu_{A^{\prime \prime}}^{h_{n} k+1}\left(S_{+}\left(\Lambda^{\prime \prime}, k+1, \Lambda^{\prime}\right)\right) \\
& \leqslant \bar{\mu}_{A^{\prime \prime}}^{h_{1} k+1}\left(S_{+, I}\left(\Lambda^{\prime \prime}, k+1, \Lambda^{\prime}\right)\right) \\
& \leqslant \bar{\mu}_{A^{\prime \prime}}^{h_{1}, k+1}\left\{\mathscr{A} \in W_{l^{\prime}}\left(\Lambda^{\prime \prime}, k+1\right): \exists \Gamma \in \mathscr{A}, \Gamma \in Y\right\} \\
& \leqslant \sum_{\Gamma \in Y} \bar{\mu}_{A^{\prime \prime}}^{h_{n}, k+1}\left\{\mathscr{A} \in W_{l^{\prime}}\left(\Lambda^{\prime \prime}, k+1\right): \mathscr{A} \ni \Gamma\right\}
\end{aligned}
$$

Now (6.9) follows from Proposition 3.4. From the definition of $w_{h}^{k+1}(\gamma)$, it is clear that, given a contour $\Gamma$ with $S(\Gamma)=+1$, only the weight of its external cylinder is affected by the modification at the boundary. Thus, if $\gamma_{*}$ is the external cylinder in $\Gamma$, we have

$$
w_{h}^{k+1}\left(\gamma_{*}\right)=w_{h}\left(\gamma_{*}\right) e^{2 \beta q\left(\gamma_{*}\right)}
$$

while $w_{h}^{k+1}(\gamma)=w_{h}(\gamma)$ for all the other cylinders in $\Gamma$. So, by Proposition 6.3,

$$
\tilde{w}_{h}^{k+1}(\Gamma) \leqslant e^{2 \beta q\left(\gamma_{*}\right)} \bar{w}\left(\Gamma, \beta-1, \frac{\beta}{4}\right) \quad \forall \Gamma \in \operatorname{Con}^{\prime}\left(\Lambda^{\prime \prime}, k\right)
$$

where we have set

$$
\bar{w}\left(\Gamma, c, c^{\prime}\right)=\prod_{\gamma \in \Gamma} \exp \left[-c|\tilde{\gamma}| L(\gamma)-c^{\prime} h^{\prime}(I(\gamma))|v(\Gamma, \gamma)| \cdot|I(\gamma)-k|\right]
$$

We also observe that, because of Proposition 2.9, we get

$$
\begin{equation*}
\sum_{\Gamma \in \operatorname{Con}_{\Gamma \ni x}^{\prime}\left(A^{\prime \prime}, k\right)} \bar{w}\left(\Gamma, \frac{\beta}{200}, \frac{\beta}{8}\right) \leqslant 1 \quad \forall x \in \Lambda^{\prime \prime} \tag{6.10}
\end{equation*}
$$

At this point we proceed roughly as in the proof of Lemma 5.7, i.e., we divide the terms in the sum (6.9) into two groups: those with $|v(\Gamma)| \geqslant \zeta^{2}\left|A^{\prime \prime}\right|$ and the others. Let us call $Y_{1}$ the first group and $Y_{2}$ the second. Since for each $\Gamma \in Y_{1}$ we have

$$
\bar{w}\left(\Gamma, \beta-1, \frac{\beta}{4}\right) \leqslant e^{-(1 / 8)\left|\beta h_{m} \zeta^{2}\right| A^{n} \mid} \bar{w}\left(\Gamma, \beta-1, \frac{\beta}{8}\right)
$$

where $h_{m}=\min \left\{h, h^{\prime}(k+1)\right\}$, thus, taking into account that $N^{\prime \prime} \geqslant 200\left(\zeta^{2} h_{m}\right)^{-1}$ and $q\left(\gamma_{*}\right) \leqslant\left|\delta A^{\prime \prime}\right|$ and using (6.10), we find

$$
\begin{equation*}
\sum_{\Gamma \in Y_{1}} \tilde{w}_{h}^{k+1}(\Gamma) \leqslant\left|\delta \Lambda^{\prime \prime}\right| e^{-(1 / / 8) \beta h_{m} \zeta^{2}\left|\Lambda^{\prime \prime}\right|+2 \beta\left|\delta A^{\prime \prime}\right|} \leqslant e^{-\beta\left|\delta A^{\prime \prime}\right|} \leqslant e^{-2 \beta N} \tag{6.11}
\end{equation*}
$$

If $\Gamma \in Y_{2}$, then we claim

$$
\begin{equation*}
(\beta-1) \sum_{\gamma \in \Gamma}|\tilde{\gamma}| L(\gamma)-2 \beta q\left(\gamma_{*}\right) \geqslant \frac{\beta}{11} N^{\prime \prime}+\frac{\beta}{200} \sum_{\gamma \in \Gamma}|\tilde{\gamma}| L(\gamma) \tag{6.12}
\end{equation*}
$$

If one accepts this, then one gets

$$
\begin{align*}
\sum_{\Gamma \in Y_{2}} \tilde{w}_{h}^{k+1}(\Gamma) & \leqslant e^{-(1 / 11) \beta N^{\prime \prime}} \sum_{\Gamma \in \gamma_{2}} \bar{w}\left(\Gamma, \frac{\beta}{200}, \frac{\beta}{4}\right) \\
& \leqslant\left|\delta \Lambda^{\prime \prime}\right| e^{-(1 / L 1) \beta N^{\prime \prime}} \leqslant e^{-(1 / 22) \beta N} \tag{6.13}
\end{align*}
$$

To prove (6.12) we write, for $\Gamma \in Y_{2}$,

$$
\begin{equation*}
\sum_{\gamma \in \Gamma}|\tilde{\gamma}| L(\gamma)=\sum_{\gamma \in \Gamma^{\prime}}|\tilde{\gamma}|+R \tag{6.14}
\end{equation*}
$$

where $R \geqslant 0$. But, since $\left|v\left(\Gamma^{\prime}\right)\right| \leqslant|v(\Gamma)| \leqslant \zeta^{2}\left|A^{\prime \prime}\right|, v\left(\Gamma^{\prime}\right) \cap \partial A^{\prime \prime} \neq \varnothing$, and $v\left(\Gamma^{\prime}\right) \cap \Lambda^{\prime} \neq \varnothing$, we can use the argument in the proof of Lemma 5.7 and get $\left[q\left(\gamma_{*}\right)=q\left(\Gamma_{\text {ext }}^{\prime}\right)\right]$

$$
\sum_{\gamma \in \Gamma^{\prime}}|\tilde{\gamma}|-2 q\left(\gamma_{*}\right) \geqslant \frac{1}{10} N^{\prime \prime}+\frac{1}{100} \sum_{\gamma \in \Gamma^{\prime}}|\tilde{\gamma}|
$$

which, together with (6.14), implies (6.12).
From (6.7)-(6.9), (6.11), and (6.13) we see that, for each simply connected $V$ such that $\Lambda^{\prime \prime} \subset V$,

$$
\mu_{V}^{h, k+1}\left(S_{+}\left(\Lambda^{\prime \prime}, k+1, \Lambda^{\prime}\right) \mid G\right) \leqslant e^{-(1 / 50) \beta N}
$$

which, together with (6.5), (6.6), gives

$$
\mu_{A}^{\prime, \psi}\left(S_{+}\left(\Lambda, k+1, \Lambda^{\prime}\right)\right) \leqslant \exp \left[-\frac{\zeta}{2(k+1)^{2}} \beta N\right]
$$

Proof of Proposition 6.3. Let $V$ be a simply connected finite volume. By Theorem 4.1 all cylinders with $E(\gamma)=k$ are stable, as well as those with $E(\gamma)=k+1$ and $\operatorname{diam} \gamma \leqslant \vartheta^{\prime}(k+1)$. So

$$
Z^{h, k}(V)=Z_{\mathrm{tr}}^{h, k}(V) \quad \text { and } \quad Z_{e^{\prime}}^{n, k+1}(V)=Z_{e^{\prime} \cdot \mathrm{tr}}^{n, k+1}(V)
$$

where we have set

$$
Z_{e^{\prime} \cdot \mathrm{tr}}^{n, n}(V)=e^{-\beta h n \mid V} Z_{e^{\prime}}^{n}\left(V, w_{h}^{\mathrm{Tr}}\right)
$$

Then we have

$$
\frac{Z_{e^{n}, k+1}^{n, k}(V)}{Z_{e^{\prime}}^{h, k}(V)}=\frac{Z_{e^{\prime}, \mathrm{tr}}^{n, 1}(V)}{Z_{e^{\prime}, \mathrm{tr}}^{h, k}(V)} \leqslant \frac{Z_{\mathrm{tr}}^{h, k+1}(V)}{Z_{e^{\prime}, \mathrm{tr}}^{h, k}(V)}=\frac{Z_{\mathrm{tr}}^{h, k+1}(V)}{Z_{\mathrm{tr}}^{h, k}(V)} \frac{Z_{\mathrm{tr}}^{h, k}(V)}{Z_{e^{\prime}, \mathrm{tr}}^{h, k}(V)}
$$

Using the cluster expansion for the truncated partition function, we get, for $n>0$,
where we have used Theorem 4.4, property 6. Also, by Proposition 4.9,

$$
\begin{equation*}
\left|\log Z_{\mathrm{tr}}^{h, k+1}(V)-\log Z_{\mathrm{tr}}^{h, k}(V)+a(h)\right| \leqslant|\delta V| e^{-\beta \zeta / \beta} \tag{6.16}
\end{equation*}
$$

So we have obtained

$$
\begin{aligned}
\frac{Z_{c^{\prime}}^{i_{i}, k+1}(V)}{Z_{c^{\prime}}^{n, k}(V)} & \leqslant \exp \left\{-|V|\left[a(h)-e^{-\beta \xi^{\prime}(k) / 4}\right]+|\delta V| e^{-\beta \zeta / 3}\right\} \\
& \leqslant \exp \left[-\frac{1}{2} a(h)|V|+|\delta V| e^{-\beta \zeta / 3 / 3}\right]
\end{aligned}
$$

Furthermore, if $n \neq k, k+1$, then $\vartheta^{\prime}(n)=\vartheta(n)$, while $\vartheta^{\prime}(k+1) \geqslant \vartheta(k+1)$ by (6.3). Thus, by (iv) of Lemma 2.7,

$$
\begin{aligned}
\frac{Z_{e^{i}}^{h, n}(V)}{Z_{e^{\prime}}^{h, k}(V)} & =\frac{Z_{e^{\prime}}^{n, n}(V)}{Z_{e^{\prime}}^{n, k+1}(V)} \frac{Z_{e^{i}}^{n, k+1}(V)}{Z_{e^{\prime}}^{n, k}(V)} \leqslant \frac{Z_{e}^{h, n}(V)}{Z_{e}^{h, k+1}(V)} \frac{Z_{e^{k}}^{n, k+1}(V)}{Z_{e^{\prime}}^{h, k}(V)} \\
& \leqslant \exp \left[\frac{1}{2} \beta h|V| \cdot|n-(k+1)|+|\delta V|\left(e^{-\beta \zeta / 5}+e^{-\beta \zeta / 3}\right)\right] \\
& \leqslant \exp \left[-\frac{1}{4} \beta h|V| \cdot|n-k|+|\delta V|\left(e^{-\beta \zeta / / 6}\right]\right.
\end{aligned}
$$

The second statement follows easily from the first (see the proof of Corollary 2.8).

### 6.2. A Cluster Expansion for $\mathrm{E} \varphi(0)$

Here we want to find a formula for $\mathbf{E}_{V}^{1, k} \varphi(0)$ based on a cluster expansion that will be crucial in the proof of Corollary 6.2 .

We introduce a modification of the magnetic field at $x=0$ and define for $\lambda \in \mathbb{R}$,

$$
h_{\lambda}(x)=\left\{\begin{array}{lll}
h & \text { if } & x \neq 0 \\
h-\lambda / \beta & \text { if } & x=0
\end{array}\right.
$$

In this way, the weight of a cylinder $\gamma$ such that $\bar{\gamma} \ni 0$ is given by

$$
w_{h_{k}}(\gamma)=w_{h}(\gamma) e^{2 S(\gamma) L(\gamma)}
$$

while $w_{h_{2}}(\gamma)=w_{h}(\gamma)$ for cylinders whose interior does not contain the origin. The partition function can be written as

$$
Z^{h_{i}, k}(V)=e^{-\beta h_{k} k|V|} \dot{Z}^{k}\left(V, w_{h_{k}}\right)
$$

where

$$
\hat{Z}^{k}\left(V, w_{h_{k}}\right)=\sum_{\Gamma \in C_{w^{*}}^{*}(V, k)} \prod_{\gamma \in \Gamma} \tilde{w}_{h_{k}}(\gamma)
$$

We want to prove the following.
Proposition 6.4. Let $\beta$ be large enough, $h \in\left(h_{k}^{*}(\beta), h_{k+1}^{*}(\beta)\right)$ with $k \leqslant k_{\max }=\left\lfloor e^{\beta \zeta / 20}\right\rfloor$. Then there exists $\lambda_{0}=\lambda_{0}(\beta, h)>0$ such that $\tilde{w}_{h_{R}}(\gamma)$ is differentiable with respect to $\lambda$ in the interval $|\lambda|<\lambda_{0}$, and, for each cylinder $\gamma$ with $E(\gamma)=k$

$$
\begin{align*}
& \tilde{w}_{h_{x}}(\gamma) \leqslant e^{-\beta|\tilde{j}| L(\gamma) / 2}  \tag{6.17}\\
&\left|\frac{d}{d \lambda} \tilde{w}_{h_{x}}(\gamma)\right| \leqslant e^{-\beta|\eta| L(\gamma) \mid / 3} \tag{6.18}
\end{align*}
$$

for all $|\lambda|<\lambda_{0}$. Furthermore, for each simply connected finite $V$ containing the origin

$$
\begin{equation*}
\mathbf{E}_{V}^{n_{i} k} \varphi(0)=k+\left.\sum_{\substack{\gamma \in \subset\left(V_{j}, k\right) \\ \tilde{j} 0}} \frac{d}{d \lambda} \tilde{w}_{h_{\lambda}}(\gamma)\right|_{\lambda=0} \exp \left[-\sum_{\substack{c \subset C(V, k) \\ \xi \cap[j] \neq \varnothing}} \Phi^{T}\left(\xi, \tilde{w}_{h}\right)\right] \tag{6.19}
\end{equation*}
$$

where $[\gamma]$ is the set of all cylinders which are not weakly compatible with $\gamma$ and $\Phi^{T}$ is defined in Theorem 4.4.

An important consequence of this proposition is the following result.
Corollary 6.5. Let $\beta, h$ be as above. Take $A=Q_{N}$ and $V \subset \subset \mathbb{Z}^{2}$ simply connected such that $V \supset A$. Then

$$
\left|\mathbf{E}_{V}^{h, k} \varphi(0)-\mathbf{E}_{A}^{h_{i} k} \varphi(0)\right| \leqslant e^{-\beta N / 15}
$$

## Proof. Let

$$
g_{V}(\gamma)=\exp \left[-\sum_{\substack{\xi \subset C(V, k) \\ \xi \cap[⿰] \neq \varnothing}} \Phi^{T}\left(\xi, \tilde{w}_{h}\right)\right]
$$

Then, by Proposition 6.4,

$$
\begin{align*}
& \left|\mathbf{E}_{V}^{h_{V}, k} \varphi(0)-\mathbf{E}_{A}^{h_{i}, k} \varphi(0)\right| \\
& \leqslant \sum_{\substack{\gamma \in C(V, k) \backslash C(\lambda . k)}}\left|\frac{d}{d \lambda} \tilde{w}_{h_{\lambda}}(\gamma)\right|_{\lambda=0}\left|g_{V}(\gamma)\right| \\
& +\sum_{\substack{\gamma \in C(A, k) \\
\gamma, j \neq 0}}\left|\frac{d}{d \lambda} \tilde{w}_{h_{\lambda}}(\gamma)\right|_{\lambda=0}\left|g_{V}(\gamma)\right|\left|1-e^{X(\gamma)}\right|=S_{1}+S_{2} \tag{6.20}
\end{align*}
$$

where $S_{1}, S_{2}$ are the values of the two sums, and

$$
\begin{equation*}
X(\gamma)=\log \frac{g_{A}(\gamma)}{g_{V}(\gamma)}=\sum_{\substack{\xi \subset \in C(V, k) \\ \xi \not \subset C(V, k), \dot{\xi} \cap[\gamma] \neq \varnothing}} \Phi^{T}\left(\xi, w_{h}\right) \tag{6.21}
\end{equation*}
$$

Since $\left|g_{V}(\gamma)\right| \leqslant 1$, then first term in (6.20) can be (upper) bounded by

$$
\begin{equation*}
S_{1} \leqslant \sum_{\substack{\gamma \in C(A, k) \\ \gamma \geqslant 0 .|i| \geqslant N / 2}}\left|\frac{d}{d \lambda} \tilde{w}_{h_{k}}(\gamma)\right|_{\lambda=0} \leqslant e^{-\beta N / 8} \tag{6.22}
\end{equation*}
$$

thanks to (6.18). As for the second term in (6.20), we observe that each $\xi$ appearing in the sum (6.21) has $\bar{\xi} \cap(V \backslash A) \neq \varnothing$. Also, since it contains at least one cylinder $\gamma^{\prime}$ which is not weakly compatible with $\gamma$, we have

$$
d(\bar{\xi}, \bar{\gamma}) \leqslant 2
$$

and so [see (4.4)]

$$
\|\xi\| \geqslant d(\bar{\gamma}, \partial \Lambda)
$$

By consequence, using property 3 of Theorem 4.4 [remember that the weights $\tilde{w}_{h}(\gamma)$ satisfy the theorem's hypotheses with $c=1 / 2$ ], we obtain

$$
\begin{align*}
& X(\gamma) \leqslant e^{-(3 / 8) \beta d(\tilde{j} \cdot d)} \sum_{\substack{\xi \in C(V, k) \\
\xi \cap[\gamma] \neq \varnothing}}\left|\Phi^{T}\left(\xi, \tilde{w}_{h}\right)\right| e^{(3 / 8) \beta\|\xi\|} \\
& \leqslant|\tilde{\gamma}| e^{-(3 / 8) \beta d(\tilde{p} . \partial A)} \tag{6.23}
\end{align*}
$$

We now divide the terms contributing to $S_{2}$ into two groups: $Y^{\prime}$ is the set of all cylinders $\gamma$ such that $d(\bar{\gamma}, \partial A) \geqslant N / 4$ (and $\bar{\gamma} \ni 0$ ), while $Y^{\prime \prime}$ contains those $\gamma$ with $d(\bar{\gamma}, \partial \Lambda) \leqslant N / 4$ (and $\bar{\gamma} \ni 0$ ). Accordingly, we write $S_{2}=S_{2}^{\prime}+S_{2}^{\prime \prime}$. If $\gamma \in Y^{\prime}$, then, since $|\tilde{\gamma}| \leqslant 4 N^{2}$, we find $X(\gamma) \leqslant 1 / 10$, and so

$$
\left|1-e^{x(y)}\right| \leqslant 2|X(\gamma)| \leqslant 8 N^{2} e^{-(3 / 8) \beta d(\bar{\gamma}, \partial A)} \leqslant e^{-(1 / 3) \beta d(\bar{\gamma}, \partial A)}
$$

Hence, considering that $d(\bar{\gamma}, \partial \Lambda)+|\tilde{\gamma}| \geqslant N / 2$ and using (6.19), we find

$$
\begin{aligned}
S_{2}^{\prime} & \leqslant \sum_{\gamma \in Y^{\prime}} e^{-\beta d(\bar{\gamma} \bar{\partial} A) / 3} e^{-\beta \mid \bar{\eta} L(\gamma) / 3} \sum_{\substack{\alpha \in C_{B}(A) \\
\bar{\alpha} 0}} e^{-\beta d(\bar{\alpha} \bar{\partial} A 1 / 3} e^{-\beta|\alpha| / 4} \\
& \leqslant e^{-\beta N / 9} \sum_{\substack{\alpha \in C_{B}(A) \\
\bar{x} \geqslant 0}} e^{-(11 / 100)|x|} \leqslant e^{-\beta N / 9}
\end{aligned}
$$

If, on the contrary, $\gamma \in Y^{\prime \prime}$, then $|\tilde{\gamma}| \geqslant N / 4$ and

$$
\left|1-e^{X(\gamma)}\right| \leqslant e^{X(\gamma)} \leqslant e^{|;>|}
$$

Thus

Finally, we obtain

$$
\mathbf{E}_{V}^{h, k} \varphi(0)-\mathbf{E}_{i}^{h_{1}, k} \varphi(0) \mid \leqslant S_{1}+S_{2}^{\prime}+S_{2}^{\prime \prime} \leqslant e^{-\beta N / 15}
$$

Before starting with the proof of Proposition 6.4, it is convenient to present some simple facts as lemmas.

Lemma 6.6. Let $\beta, h>0$. Then there exists $\lambda_{0}(\beta, h)>0$ such that if $|\lambda|<\lambda_{0}$, then:
(i) For all $V \subset \subset \mathbb{Z}^{2}$ such that $V \ni 0$ and for all $n>0$

$$
\mathbf{E}_{\hat{V}}^{h_{\hat{\prime}}, n} \varphi(0)=\frac{d}{d \lambda} \log Z^{n_{1}, n}(V)
$$

(ii) For each cylinder $\gamma$ such that $\bar{\gamma} \ni 0$ and for all $n>0$ [remember (2.4)]

$$
\mathbf{E}_{\dot{\gamma}}^{h_{i}, n}\left(\varphi(0) \mid \Omega_{\bar{\gamma}}^{n_{\bar{\gamma}} \pm}\right)=\frac{d}{d \lambda} \log Z^{h_{\lambda}, n}(\bar{\gamma}, \pm)
$$

Proof. The only thing to check [remember (2.3)] is that the quantities

$$
\sum_{\varphi \in \Omega_{V}} \exp \left[-\beta H_{V}^{h_{i} \cdot n}(\varphi)\right], \quad \sum_{\varphi \in \Omega_{i}^{n_{i}}} \exp \left[-\beta H_{V}^{h_{\lambda} \cdot n}(\varphi)\right]
$$

can be differentiated term by term. For this to be true it is sufficient to check that, for instance,

$$
\begin{aligned}
& \sum_{\varphi \in \Omega_{V}} \sup _{|\lambda|<\lambda_{0}}\left|\frac{d}{d \lambda} \exp \left[-\beta H_{V}^{h_{2}, n}(\varphi)\right]\right| \\
& \quad \leqslant \sum_{\varphi \in \Omega_{V}} \varphi(0) \exp \left[-\beta H_{V}^{\left.h \lambda_{0}\right), n}(\varphi)\right]<\infty
\end{aligned}
$$

Lemma 6.7. Let $\beta$ be large enough, $h \in\left(h_{k}^{*}(\beta), h_{k-1}^{*}(\beta)\right)$ with $1 \leqslant k \leqslant k_{\max }$. Then there exists $\lambda_{0}=\lambda_{0}(\beta, h)>0$ such that if $|\lambda|<\lambda_{0}$, then for all cylinders $\gamma$ such that $\bar{\gamma} \ni 0$, for all $n>0, S= \pm 1$,

$$
\mathbf{E}_{\vec{\gamma}}^{h_{\lambda}, n}\left(\varphi(0) \mid \Omega_{\vec{\gamma}}^{n . S}\right) \leqslant n+k+1
$$

## Proof. Let

$$
G=\left\{\varphi \in \Omega_{\bar{\gamma}}: \varphi(y) \geqslant n \text { for all } y \in \bar{\gamma}\right\}
$$

Using an opportune coupling of two Glauber dynamics, it is easy to show that
in the FKG sense. The proof is quite standard; one can see, for instance, Theorem 2.9 in Chapter II of ref. 12. That theorem deals with $\{0,1\}$ random variables and with the probability measures which assign a positive probability to each configuration, but it is not too difficult to modify the proof in such a way that our situation can fit in. One can take, for instance, the standard coupling ${ }^{(12)}$ of two "Metropolis" dynamics reversible with respect to the two probability measures appearing in (6.24). In this way one avoids any occurrence of zero denominators in the transition rates.

Thus, by just changing variables $\varphi(x) \rightarrow \varphi(x)+(n-1)$, we get

$$
\mathbf{E}_{\hat{\gamma}}^{h_{\lambda}, n}(\varphi(0) \mid G)=\mathbf{E}_{\tilde{\gamma}}^{h_{i} .1}(\varphi(0)+(n-1))
$$

If we now choose some $\bar{h} \in I_{k+1}(\beta)$, by FKG and Proposition 3.6, we have

$$
\mathbf{E}_{\vec{\gamma}}^{h_{r}, 1}(\varphi(0)+(n-1)) \leqslant n-1+\mathbf{E}_{\vec{\gamma}}^{\bar{h}, k+1} \varphi(0) \leqslant n-1+k+2=n+k+1
$$

We now go back to the proof of the proposition.
Proof of Proposition 6.4. Choose $\lambda_{0}$ such that $h \pm \lambda_{0} \in\left(h_{k}^{*}(\beta)\right.$, $\left.h_{k-1}^{*}(\beta)\right)$ and let $\gamma$ be a cylinder with $E(\gamma)=k, I(\gamma)=n, S(\gamma)=S$, and such that $\bar{\gamma} \ni 0$. To show that

$$
\tilde{w}_{h_{\lambda}}(\gamma) \leqslant e^{-\beta|\bar{y}| L(\gamma) / 2}
$$

one can repeat the proof of Theorem 4.1 step by step, replacing in Steps 2-4 the hypothesis $h \in\left[h_{k}^{*}(\beta), h_{k}^{-}(\beta)\right]$ with $\widetilde{h}(x) \in\left[h_{k}^{*}(\beta), h_{k}^{-}(\beta)\right]$ for all $x$, where $\bar{h}$ is now a variable magnetic field. There is only one thing to change: in the proof of Step 3 we consider separately the case of elementary cylinders in order to avoid the possibility that

$$
\left|\delta \bar{\gamma}_{x}\right|_{J} \gg|\tilde{\gamma}|_{J}
$$

[it could happend that $J(e)=\zeta$ for all $e \in \tilde{\gamma}$, but $J=1$ on $\delta \bar{\gamma}_{x} \backslash \tilde{\gamma}$ ], and make an explicit appeal to (iv) of Lemma 2.7. In our case, however, $J=1$ everywhere, so we always have

$$
\left|\delta \bar{\gamma}_{x}\right| \leqslant|\tilde{\gamma}|+4 \leqslant 2|\tilde{\gamma}|
$$

Therefore we can treat small cylinders together with the large ones, suppress case (a) in the proof of Step 3, and avoid any reference to Lemma 2.7 (of course, Lemma 2.7 is still valid in the presence of a small enough $\lambda$, but we do not want to dig that deep into the proof).

In order to prove the second bound ( 6.18 ), we notice that $\tilde{w}_{n_{2}}(\gamma)$ is differentiable because both $w_{h_{2}}(\gamma)$ and $Z^{n_{2}, n}(\bar{\gamma}, \pm)$ (Lemma 6.6) are. Moreover,

$$
\begin{aligned}
\frac{d}{d \lambda} \tilde{w}_{h_{k}}(\gamma) & =\tilde{w}_{h_{k}}(\gamma) \frac{d}{d \lambda} \log \frac{Z^{h_{\lambda}, n}(\bar{\gamma}, S)}{Z^{h_{i}, k}(\bar{\gamma}, S)} \\
& =\tilde{w}_{h_{k}}(\gamma)\left[\mathbf{E}_{\bar{\gamma}}^{h_{i}, n}\left(\varphi(0) \mid \Omega_{\bar{\gamma}}^{n_{\bar{\gamma}}}, S\right)-\mathbf{E}_{\bar{j}}^{h_{i}, k}\left(\varphi(0) \mid \Omega_{\bar{\gamma}}^{n_{\bar{\gamma}}, S}\right)\right]
\end{aligned}
$$

By Lemma 6.7,

$$
\begin{aligned}
\left|\frac{d}{d \lambda} \tilde{w}_{h_{i}}(\gamma)\right| & \leqslant(n+k+1) e^{-\beta|\bar{j}| L(\gamma) / 2} \\
& \leqslant\left[L(\gamma)+2 k_{\max }+1\right] e^{-\beta|\bar{j}| L(\gamma) / 2} \leqslant e^{-\beta \mid \bar{j} L(\gamma) / 3}
\end{aligned}
$$

Let now $V$ be a simply connected finite volume containing the origin. We have to prove (6.19). Since

$$
\begin{aligned}
& \sum_{r \in C_{w}^{*}(V, k)} \sup _{|\lambda|<\lambda_{0}}\left|\frac{d}{d \lambda} \prod_{\gamma \in r} \tilde{w}_{h_{k}}(\gamma)\right| \\
& \leqslant \sum_{\Gamma \in C_{w^{*}}^{*}(V, k)} \sum_{\gamma \in \Gamma} \sup _{|\lambda|<\lambda_{\|}}\left|\frac{d}{d \lambda} \tilde{w}_{h_{2}}(\gamma)\right| \prod_{\gamma^{\prime} \in \Gamma \backslash\{y\}} \tilde{w}_{h_{2},}(\gamma) \\
& \sum_{\gamma \in C(V, k)} \sup _{|\lambda|<\lambda_{0}}\left|\frac{d}{d \lambda} \tilde{w}_{h_{k}}(\gamma)\right| \sum_{\substack{\Gamma \in C_{w}^{*}(V, k) \\
\Gamma \ni \gamma}} \prod_{\gamma \in \Gamma \backslash\{y\}} \tilde{w}_{h_{k}}(\gamma) \\
& \leqslant \hat{Z}^{k}\left(V, \tilde{w}_{h_{\lambda}}\right) \sum_{\gamma \in C(V, k)} e^{-\beta|\vec{\gamma}| L(\gamma) / 3}<\infty
\end{aligned}
$$

then the quantity

$$
\sum_{\left.r \in C_{n}^{*}: V, k\right)} \sum_{\gamma \in \Gamma} \tilde{w}_{h_{\lambda}}(\gamma)
$$

can be differentiated term by term, and a similar computation shows that

$$
\frac{d}{d \lambda} \log Z^{h_{i}, k}(V)=k+\frac{d}{d \lambda} \log \hat{Z}^{k}\left(V, w_{h_{j}}\right)=k+\sum_{\gamma \in C(V, k)} g_{V}(\gamma, \lambda) \frac{d}{d \lambda} \tilde{w}_{h_{k}}(\gamma)
$$

where

$$
\begin{aligned}
& g_{V}(\gamma, \lambda)=\left(Z^{h_{\lambda}, k}(V)\right)^{-1} \sum_{\substack{C_{n}^{*}(V, k) \\
\Gamma \ni \gamma}} \prod_{\gamma^{\prime} \in \Gamma \backslash\{,\}} \tilde{w}_{h_{\lambda}}(\gamma) \\
& =\left(Z^{h_{\lambda}, k}(V)\right)^{-1} \sum_{\substack{r \in C^{*}(V, k) \\
r \cap[\gamma]=\varnothing}} \prod_{\gamma^{\prime} \in \Gamma} \tilde{w}_{h_{k}}(\gamma)
\end{aligned}
$$

Because of (6.17) we can use a cluster expansion (Theorem 4.4 with $c=1 / 2$ ) and obtain

$$
\begin{aligned}
\log g_{V}(\gamma, \lambda) & =\sum_{\substack{\xi \subset \subset(V, k) \\
\xi \cap[\gamma]=\varnothing}} \Phi^{T}\left(\xi, \tilde{w}_{h_{k}}\right)-\sum_{\xi \in \subset C(V, k)} \Phi^{T}\left(\xi, \tilde{w}_{h_{k}}\right) \\
& =-\sum_{\substack{\xi \subset \subset(V, k) \\
\xi \cap[\gamma]=\varnothing}} \Phi^{T}\left(\xi, \tilde{w}_{h_{\lambda}}\right)
\end{aligned}
$$

### 6.3. Proof of Corollary 6.2

If $A=Q_{N}$ with $N_{1}(h) \leqslant N \leqslant \bar{N}(\beta, h)$, then, by Proposition 3.2,

$$
\left|\mathbf{E}_{A}^{n, \psi} \varphi(0)-\mathbf{E}_{A}^{h, \psi^{\prime}} \varphi(0)\right| \leqslant b_{1}(\beta, h, 2) \quad \forall \psi, \psi^{\prime} \in \Omega
$$

Assume now that $N>\bar{N}(\beta, h)$ and take another square $\Lambda^{\prime}$ inside $A$, given by $\Lambda^{\prime}=Q_{N^{\prime}}$, with $N^{\prime}=N-2\lfloor 2 N / 5\rfloor-2$. Let

$$
n=\sup \left\{\psi(x) \vee \psi^{\prime}(x): x \in \partial^{+} \Lambda\right\}
$$

Then, by FKG and the Markov property

$$
\left|\mathbf{E}_{A}^{h, \psi} \varphi(0)-\mathbf{E}_{A}^{h, \psi^{\prime}} \varphi(0)\right| \leqslant \mathbf{E}_{A}^{h, n} \varphi(0)-\mathbf{E}_{A}^{h, 1} \varphi(0)
$$

If we let

$$
S_{ \pm}=S_{ \pm}\left(\Lambda, k \pm 1, \partial^{+} \Lambda^{\prime}\right)
$$

we have

$$
\mathbf{E}_{A}^{h, n} \varphi(0) \leqslant \mathbf{E}_{A}^{h, n}\left(\varphi(0) \chi\left\{\varphi \in S_{+}\right\}\right)+\mathbf{E}_{A}^{h, n}\left(\varphi(0) \mid S_{+}^{c}\right)
$$

( $\chi$ is the characteristic function). By Proposition A.1, we have

$$
\mathbf{E}_{A}^{h^{\prime \prime}}\left(\varphi(0) \mid S_{+}^{c}\right) \leqslant \sup _{\substack{V: A^{\prime} \subset V \subset A \\ V \text { connected and } \\ \text { simply connected }}} \mathbf{E}_{V}^{h_{i} k} \varphi(0)
$$

Moreover, by the Schwarz inequality, Proposition 3.2, and Theorem 6.1, we have

$$
\begin{aligned}
\mathbf{E}_{A}^{h, n}\left(\varphi(0) \chi\left\{\varphi \in S_{+}\right\}\right) & \leqslant\left[\mathbf{E}_{A}^{h, n}\left(\varphi(0)^{2}\right)\right]^{1 / 2}\left[\mu_{A}^{h, n}\left(S_{+}\right)\right]^{1 / 2} \\
& \leqslant\left[b_{1}(\beta, h, 2)\right]^{1 / 2} e^{-\left(\zeta / 20 k^{2}\right) \beta N}
\end{aligned}
$$

On the other hand, we get

$$
\begin{aligned}
\mathbf{E}_{A}^{h, 1} \varphi(0) & \geqslant \mathbf{E}_{A}^{h, 1}\left(\varphi(0) \mid S_{-}^{c}\right) \mu_{A}^{h, 1}\left(S_{-}^{c}\right) \\
& \geqslant\left(1-e^{-\left(\zeta / 10 k^{2}\right) \beta N}\right) \sup _{\substack{V: A^{\prime} \subset V \subset A \\
V \text { connected and } \\
\text { simply connected }}} \mathbf{E}_{V}^{h, k} \varphi(0)
\end{aligned}
$$

By FKG and Proposition 3.5,

$$
\begin{aligned}
& \mathbf{E}_{V}^{h_{i} k} \varphi(0) \leqslant \mathbf{E}_{A}^{h_{i+1}^{+}(\beta), \psi} \varphi(0) \leqslant k+2 \\
& \quad \text { for all simply connected } V \subset \subset \mathbb{Z}^{2}
\end{aligned}
$$

Furthermore, by Corollary 6.5 , if $V$ is a simply connected finite volume such that $\Lambda^{\prime} \subset V$,

$$
\left|\mathbf{E}_{V}^{h, k} \varphi(0)-\mathbf{E}_{j^{\prime}}^{h, k} \varphi(0)\right| \leqslant e^{-(1 / 15) \beta N^{\prime}} \leqslant e^{-(1 / 100) \beta N}
$$

In this way we have found

$$
\begin{aligned}
& \left|\mathbf{E}_{A}^{h, \psi} \varphi(0)-\mathbf{E}_{A}^{h, \psi^{\prime}} \varphi(0)\right| \\
& \quad \leqslant e^{-(1 / 100) \beta N}+\left\{k+2+\left[b_{1}(\beta, h, 2)\right]^{1 / 2}\right\} e^{-\left(\zeta / 20 k^{2}\right) \beta N} \\
& \quad \leqslant C(\beta, h) e^{-\left(\zeta / 20 k^{2}\right) \beta N}
\end{aligned}
$$

## 7. WEAK MIXING AND UNIQUENESS OF THE GIBBS MEASURE FOR $\boldsymbol{h} \neq h_{k}^{*}(\boldsymbol{\beta})$

An important consequence of Corollary 6.2 is the weak mixing property discussed in refs. 17 and 18 , which in turn implies the uniqueness of the Gibbs measure.

In order to state it we first need one additional definition. We will say that a set $\Lambda \subset \subset \mathbb{Z}^{2}$ is $h$-admissible if for each $x \in \Lambda$ there exists a square $Q_{N_{1}}+y$ of side $N_{1}(h)=\lfloor 8 / h+1\rfloor$ contained in $\Lambda$ such that $x \in Q_{N_{1}}$. Then we have:

Proposition 7.1 (Weak mixing). Let $\beta$ be large enough and $h \in\left(h_{k}^{*}(\beta), h_{k-1}^{*}(\beta)\right)$, with $1 \leqslant k \leqslant k_{\text {max }}=\left\llcorner e^{\beta \zeta / 20}\right\rfloor$. Then there exists $C(\beta, h)$ such that for each $h$-admissible finite volume $\Lambda$ and for each $\Delta \subset \Lambda$

$$
\sup _{\psi, \psi^{\prime} \in \Omega} \sup _{A \in \mathcal{F}_{A}}\left|\mu_{A}^{h_{i} \psi}(A)-\mu_{A}^{h_{i}^{\prime} \psi^{\prime}}(A)\right| \leqslant C(\beta, h) \sum_{x \in A} e^{-m_{0}(\beta, h) d(x, \partial A)}
$$

where $m_{0}(\beta, h)=\beta \zeta / 10 k^{2}$.
Proof. Using the coupling $\nu_{A}^{h, \psi \cdot \psi^{\prime}}$ defined in Section 1.2 between the two Gibbs measures $\mu_{A}^{h, \psi}, \mu_{A}^{h, \psi^{\prime}}$, we write

$$
\begin{align*}
& \left|\mu_{A}^{h, \psi}(A)=\mu_{A}^{h, \psi^{\prime}}(A)\right| \\
& \quad \leqslant \max \left\{\sum_{\varphi \in A, \varphi^{\prime} \notin A} v_{A}^{h, \psi \cdot \psi^{\prime}}\left(\varphi, \varphi^{\prime}\right), \sum_{\varphi \notin A, \varphi^{\prime} \in A} v_{A}^{h, \psi \cdot \psi^{\prime}}\left(\varphi, \varphi^{\prime}\right)\right\} \\
& \quad \leqslant \sum_{x \in \Delta} \sup _{n} v_{A}^{h, n, 1}\left(\varphi(x) \neq \varphi^{\prime}(x)\right) \tag{7.1}
\end{align*}
$$

Since the coupling measure $v_{A}^{h, n, 1}$ is above the diagonal,

$$
\begin{align*}
v_{A}^{h, n .1}\left(\varphi(x)>\varphi^{\prime}(x)\right) & =\sum_{k} v_{A}^{h, n_{1},}\left(\varphi(x)=k, \varphi^{\prime}(x)<k\right) \\
& \leqslant \sum_{k} v_{A}^{h, n, 1}\left(\varphi(x) \geqslant k, \varphi^{\prime}(x)<k\right) \\
& =\sum_{k}\left[v_{A}^{h, n, 1}(\varphi(x) \geqslant k)-v_{A}^{h, n, 1}\left(\varphi^{\prime}(x) \geqslant k\right)\right] \\
& =\mathbf{E}_{A}^{h, n} \varphi(x)-\mathbf{E}_{A}^{h, 1} \varphi(x) \tag{7.2}
\end{align*}
$$

Let us now first suppose that $d(x, \partial \Lambda) \geqslant N_{1}(h)$ [see (6.1)] and let $Q(x)$ be the largest square centered at $x$ and contained in $\Lambda$. Then we use (1.7) and Corollary 6.2 to get

$$
\begin{align*}
& \sup _{"} \mathbf{E}_{A}^{h,{ }^{\prime} \varphi(x)} \varphi\left(\mathbf{E}_{A}^{h, 1} \varphi(x)\right. \\
& \leqslant \sup _{\psi, \psi^{\prime} \in \Omega}\left|\mathbf{E}_{\varrho(x)}^{h, \psi^{\prime}} \varphi(x)-\mathbf{E}_{Q(x)}^{h, \psi^{\prime} \varphi(x)}\right| \leqslant C(\beta, h) e^{-m_{0} d(x, z \lambda)} \tag{7.3}
\end{align*}
$$

If instead $d(x, \partial A)<N_{1}(h)$, we use the fact that the set $A$ is $h$-admissible and Proposition 3.2, and obtain

$$
\begin{equation*}
\sup _{n} \mathbf{E}_{A}^{h, n} \varphi(x)-\mathbf{E}_{A}^{h, 1} \varphi(x) \leqslant \sup _{n} \mathbf{E}_{A}^{h_{n} n} \varphi(x) \leqslant b_{1}(\beta, h, 1) \tag{7.4}
\end{equation*}
$$

Clearly (7.1)-(7.4) prove our statement provided we redefine $C(\beta, h)$ in a suitable way.

We can now prove that if $\beta$ and $h$ are as in the previous proposition, then there is a unique Gibbs measure for the interaction (1.1). Assume in fact that $\mu_{1}$ and $\mu_{2}$ are both Gibbs measures for such an interaction. Let $V \subset \subset \mathbb{Z}^{2}$ and $X \in \mathbf{F}_{\nu}$. Then, by definition of Gibbs measure, we have for all squares $\Lambda=Q_{N}$ with $N \geqslant N_{1}(h)$ such that $\Lambda \supset V$

$$
\left|\mu_{1}(X)-\mu_{2}(X)\right| \leqslant \int_{\Omega \times \Omega} \mu_{1}(d \varphi) \mu_{2}\left(d \varphi^{\prime}\right) \mid \mu_{A}^{\varphi}(X)-\mu_{A}^{\varphi^{\prime}(X)|\leqslant C| V \mid e^{-m(1 / v . \partial v)}}
$$

The argument is completed by letting $N$ go to $\infty$.

## 8. A COMMENT ON THE COMPLETENESS OF THE PHASE DIAGRAM

As we remarked after the statement of Theorem 1.1, using the techniques developed in ref. 21 , one can prove that if $h=h_{k}^{*}(\beta)$ with $1 \leqslant k \leqslant k_{\max }$, then

> all translation-invariant Gibbs measures are convex combinations of $\mu^{k}$ and $\mu^{k+1}$
where

$$
\begin{equation*}
\mu^{\prime \prime}=\underset{N \rightarrow \infty}{\operatorname{weak}} \lim \mu_{Q_{N}}^{n}, \quad n=k, k+1 \tag{8.2}
\end{equation*}
$$

[ $\beta$ large enough and $h=h_{k}^{*}(\beta)$ have been chosen]. Unfortunately, ref. 21 deals with systems of random variables $\varphi(x)$ which can take only a finite number of values. Thus if one can show that (1) the results of ref. 21 can be applied to our model, and (2) $k$ and $k+1$ are the only stable values in the sense of Zahradnik, then (8.1) would follow from Corollary 3.2 in ref. 21.

We claim here that Zahradnik's theory can be used in our case thanks to the following facts:

- In ref. 21, with the exception of Section 3.2, one never takes into account the boundary term in the Hamiltonian. For this reason the only problem caused by having an infinite number of values for $\varphi(x)$ is due to the following: the basic assumption in ref. 21 is that contours (we are talking of Zahradnik's contours and in the rest of this discussion we use Zahradnik's notation) have a weight which is bounded by an exponential of the volume of their support

$$
\begin{equation*}
\text { weight of } \Gamma^{q}=\exp \left[-\Phi\left(\Gamma^{q}\right)\right] \leqslant \exp \left(-\tau\left|\operatorname{supp} \Gamma^{q}\right|\right) \tag{8.3}
\end{equation*}
$$

for some large enough $\tau$. This bound is clearly ineffectual when one has to sum over an infinite number of contours with the same support. But it is not difficult to realize that all results in ref. 21 (except those in Section 3.2) are still valid if one drops the assumption of a finite single spin state space and replaces the above condition with

$$
\begin{equation*}
\sum_{\Gamma^{4}: \text { supp } \Gamma \Gamma^{4}=A} e^{-\phi_{1}\left(\Gamma^{4}\right)} \leqslant e^{-\tau|A|} \quad \forall A \subset \subset \mathbb{Z}^{2} \tag{8.4}
\end{equation*}
$$

(8.4) can be easily verified in our case.

- In Section 3.2 of ref. 21 the boundedness of the interaction (which we do not have) is used to prove Theorem 3.2. This theorem implies that the expectation of the number of unstable points in a volume $\Lambda$ is of the order of the boundary of $\Lambda$. Showing that the number of unstable points grows like $|\Lambda|^{\alpha}$ with $\alpha \leqslant 1$ is, in turn, the key ingredient for proving the main result, namely Corollary 3.2, which says that every translationinvariant Gibbs measure is a convex combination of those Gibbs measures given by "stable" boundary conditions.

Let then $X_{A}(\varphi)$ be the number of $x \in \Lambda$ such that $x$ is $\Lambda$-unstable for $\varphi$. We now sketch how to prove that, if $\Lambda=Q_{N}$ and $\Lambda=Q_{N+4}$, then for all $N$ large enough

$$
\begin{equation*}
\sup _{\psi \in \Omega} \mathbf{E}_{\Delta}^{\psi}\left(X_{A}\right) \leqslant 2 N^{5 / 3} \tag{8.5}
\end{equation*}
$$

(8.5) is enough to prove Corollary 3.2 of ref. 21. To get (8.5) we are going to use the fact that, on $\partial \Delta$, thanks to Proposition 3.2, the configuration is likely to stay below say $\sqrt{N}$. Let $A^{\prime}=Q_{N+2}$, and consider the event

$$
F=\{\varphi \in \Omega: \varphi(x) \leqslant \sqrt{N} \forall x \in \partial \Delta\}
$$

Then,

$$
\mathbf{E}_{A}^{\psi}\left(X_{A}\right) \leqslant \mathbf{E}_{A}^{\psi}\left(X_{A} \mid F\right)+|\Lambda| \mu_{4}^{\psi}\left(F^{c}\right)
$$

Then, by Proposition 3.2 and the Chebyshev inequality, we have

$$
\mu_{\Delta}^{\psi}\left(F^{c}\right) \leqslant|\partial \Delta| \frac{b_{1}(\beta, h, 4)}{N^{2}} \leqslant \frac{c}{N}
$$

As for the other term, we get

$$
\mathbf{E}_{\Delta}^{\psi}\left(X_{A} \mid F\right) \leqslant N^{5 / 3}+N^{2} \mu_{\Delta}^{\psi}\left(X_{A} \geqslant N^{5 / 3} \mid F\right)
$$

and, using (1.7),

$$
\mu_{A}^{\psi}\left(X_{A} \geqslant N^{5 / 3} \mid F\right) \leqslant \sup _{\varphi \in F} \mu_{A}^{\varphi}\left(X_{A} \geqslant N^{5 / 3}\right)
$$

Moreover, we notice that for each $\varphi, \eta \in \Omega$

$$
H_{A^{\prime}}^{1} \cdot(\eta)-\sum_{\substack{x \in A^{\prime}, y \in\left(\Lambda^{\prime}, c \\ \mid x-y, y\right.}}|\varphi(y)-1| \leqslant H_{A^{\prime}}^{\varphi}(\eta) \leqslant H_{A^{\prime}}^{1}(\eta)+\sum_{\substack{x \in A^{\prime}, y \in\left(\mathcal{A}^{\prime}, c \\|x-y|=1\right.}}|\varphi(y)-1|
$$

Thus, if $\varphi \in F$, taking into account that $X_{A}$ is $\mathbf{F}_{A}$-measurable, we have

$$
\mu_{A^{\prime}}^{\varphi}\left(X_{A} \geqslant N^{5 / 3}\right) \leqslant e^{32 \beta(N+2) \sqrt{N}} \mu_{A^{\prime}}^{1}\left(X_{A} \geqslant N^{5 / 3}\right)
$$

In this way we have gotten rid of the arbitrary boundary conditions. So we can use Proposition 3.1 of ref. 21 to estimate the last term, and we get

$$
\mu_{\Delta}^{\psi}\left(X_{A} \geqslant N^{5 / 3} \mid F\right) \leqslant \exp \left(c^{\prime} N^{3 / 2}\right) \exp \left(-\alpha N^{5 / 3}+c^{\prime \prime} N^{3 / 2}\right)
$$

for some $\alpha(\beta, h)>0, c^{\prime \prime}(\beta, h)>0$. We have thus obtained

$$
\mathbf{E}_{\Delta}^{\psi}\left(X_{A}\right) \leqslant c N+N^{5 / 3}+N^{2} \exp \left(c^{\prime} N^{3 / 2}\right) \exp \left(-\alpha N^{5 / 3}+c^{\prime \prime} N^{3 / 2}\right) \leqslant 2 N^{5 / 3}
$$

if $N$ is large enough. This proves (8.5) and by consequence Corollary 3.2 of ref. 21. Hence every translation-invariant Gibbs measure is a convex combination of the Gibbs measure produced by "stable" boundary conditions. So the last thing to observe in order to prove (8.1) is that $k$ and $k+1$ are the only stable values in the sense of Zahradnik. Assume in fact that there exists another $n \notin\{k, k+1\}$ such that $n$ is stable. By Corollary 1.7 of ref. 21 there should be a Gibbs state which is a perturbation of the configuration $\varphi \equiv n$. But this is impossible because, by FKG, Corollary 6.2, and Proposition 3.6, one easily gets, for $N$ large enough,

$$
k-\frac{1}{100} \leqslant \mathbf{E}_{Q_{N}}^{\psi} \varphi(0) \leqslant k+1+\frac{1}{100} \quad \forall \psi \in \Omega
$$

So the only values that can be stable are $k$ and $k+1$. If only one of them, say $k$, is stable, then we should have $\mu^{k}=\mu^{k+1}$. But this again cannot be, because of, for instance, Corollary 4.3.

## APPENDIX

Proposition A.1. Let $\Lambda=Q_{N}$ and let $\Lambda^{\prime}$ be a connected subset of $\Lambda$ such that $d\left(\Lambda^{c}, \Lambda^{\prime}\right) \geqslant 2$. Consider the event

$$
Y=\left\{\varphi \in \Omega_{A}: \begin{array}{l}
\text { there exists a path }\left(x_{1}, \ldots, x_{n}\right) \text { from } \partial \Lambda \text { to } \partial^{+} \Lambda^{\prime} \\
\text { such that } \varphi\left(x_{i}\right)>k \text { for all } i
\end{array}\right\}
$$

Then, for any positive event $X \in \mathbf{F}_{A^{\prime}}$, for all $\psi \in \Omega$, we have

$$
\mu_{A}^{\prime, \psi}\left(X \mid Y^{c}\right) \leqslant \sup _{\substack{V \in A \\ V, A^{\prime} \in V \subset A \\ \text { simpected and } \\ \text { simply connected }}} \mu_{Y}^{h_{i}, k}(X)
$$

Proof. This is a more or less straightforward consequence of FKG and the Markov properties of our Gibbs measures, but its proof requires some care, so we give the details.

Given $A \subset \subset \mathbb{Z}^{2}$, we define $\operatorname{ext}(A)$ as the unique infinite connected component of $A^{c}$ and we let $\operatorname{int}(A)=A^{c} \backslash \operatorname{ext}(A)$. If $\varphi \in Y^{c}$, then there must exist $V$ such that:

1. $\Lambda^{\prime} \subset V \subset(A \backslash \partial A)$.
2. $V$ is conhected and simply connected.
3. $\varphi(y) \leqslant k$ for all $y \in \partial^{+} V$.

Furthermore, there is a unique "largest" $V$ among those satisfying $1-3$, meaning a unique $V$ for which:
4. $\quad V$ is not a proper subset of any $U$ which also satisfies $1-3$.

If we assume in fact that $V_{1}$ and $V_{2}$ both satisfy $1-4$ with $V_{1} \neq V_{2}$, then it will follow that

$$
U=V_{1} \cup V_{2} \cup \operatorname{int}\left(V_{1} \cup V_{2}\right)
$$

satisfies $1-3$, which is a contradiction, because either $V_{1}$ or $V_{2}$ is a proper subset of $U$.

Clearly $\Lambda^{\prime} \subset U \subset(A \backslash \partial A)$. Since $V_{1}, V_{2}$ have a nonempty intersection (they both contain $\left.\Lambda^{\prime}\right), U$ is connected. Moreover, $U^{c}=\operatorname{ext}\left(V_{1} \cup V_{2}\right)$, so $U^{c}$ is connected, which implies that $U$ is simply connected. To prove 3 we observe that

$$
\partial^{+} \operatorname{int}\left(V_{1} \cup V_{2}\right) \subset V_{1} \cup V_{2}
$$

and, as a consequence,

$$
\partial^{+} U=\partial^{+} U \backslash\left(V_{1} \cup V_{2}\right) \subset \partial^{+}\left(V_{1} \cup V_{2}\right) \subset \partial^{+} V_{1} \cup \partial^{+} V_{2}
$$

In this way we have shown that, given $\varphi \in Y^{c}$, there is a unique set $\vec{V}(\varphi)$ such that 1-4 hold. So, if we let $G$ be the set of all $V$ 's which satisfy 1 and 2, we can write $Y^{c}$ as a union of disjoint events

$$
Y^{c}=\bigcup_{V \in G} Y^{c}(V)
$$

where

$$
Y^{c}(V)=\left\{\varphi \in \Omega_{A}: \bar{V}(\varphi)=V\right\}
$$

The reason for using the "largest" $V$ is that $Y^{c}(V) \in \mathbf{F}_{V^{*}}$, which implies for any event $X$

$$
\begin{equation*}
\mu_{V}^{h_{i} \varphi}\left(X \cap Y^{c}(V)\right)=\mu_{V}^{\mu_{1} \varphi}(X) \chi\left\{\varphi \in Y^{c}(V)\right\} \tag{A.1}
\end{equation*}
$$

So, if $X$ is a positive event in $\mathbf{F}_{A^{\prime}}$, using (Al.1), (1.7), the Markov property, and the FKG inequality, we get

$$
\begin{aligned}
& \mu_{A}^{h_{i} \psi}\left(X \cap Y^{c}\right)=\sum_{V \in G} \mu_{A}^{h_{i} \psi}\left(X \cap Y^{c}(V)\right) \\
& =\sum_{V \in G} \sum_{\varphi \in \Omega} \mu_{A}^{h_{i}^{\psi}}(\varphi) \mu_{V}^{h_{V} \varphi}\left(X \cap Y^{c}(V)\right) \\
& \leqslant \sum_{V \in G} \mu_{A}^{h_{i} \psi^{\psi}}\left(Y^{c}(V)\right) \sup _{\varphi \in Y^{\tau}(V)} \mu_{V}^{\mu_{\varphi} \varphi}(X) \\
& \leqslant \sum_{V \in G} \mu_{A}^{h_{i} \psi}\left(Y^{c}(V)\right) \mu_{V}^{h_{i} \varphi}(X) \leqslant \mu_{A}^{h_{i}} \psi\left(Y^{c}\right) \sup _{\substack{V: A^{\prime} \in V \in A \\
V \\
\text { conneted and } \\
\text { simply connected }}} \mu_{V}^{h_{i}, k}(X)
\end{aligned}
$$

Proposition A.2. Let $\beta$ be large enough. Let $V \subset \subset \mathbb{Z}^{2}$ and let $Y$ be a set of finite collections $\{\eta\} \subset C_{B}$. Assume that:
(i) For each $\left\{\eta_{1}, \ldots, \eta_{n}\right\} \in Y$ there exists $\left\{x_{1}, \ldots, x_{n}\right\} \subset V$ with $\left|\left\{x_{1}, \ldots, x_{n}\right\}\right|=n$ and such that $\bar{\eta}_{i} \ni x_{i}$ for all $i$.
(ii) For each $\{\eta\} \in Y$ and for each $\eta \in\{\eta\}$ we have $|\eta| \geqslant M$.

Then

$$
\sum_{\{\eta\} \in Y} \prod_{\eta \in\{\eta\}} e^{-\beta|\eta|} \leqslant \exp \left[|V| e^{-(3 / 4) \beta M}\right]
$$

Remark. Hypothesis (i) holds in the following two particular cases:

1. The $\{\eta\}$ are the bases $\{\tilde{\gamma}\}$ of a compatible or weakly compatible collection $\{\gamma\}$ of cylinders such that $\bar{\gamma} \subset V$ for each $\gamma \in\{\gamma\}$.
2. The $\{\eta\}$ have pairwise disjoint interiors and $\bar{\eta} \cap V \neq \varnothing$ for all $\eta \in\{\eta\}$.

Proof. Remembering that there exists a fixed constant $K$ such that the number of $\eta$ 's of length $l$ such that $\bar{\eta} \ni x$ is bounded by $K^{\prime}$, we get

$$
\begin{aligned}
\sum_{\{\eta \mid \in Y} \prod_{\eta \in|n|} e^{-\beta|\eta|} & =\sum_{s=0}^{|V|} \sum_{\substack{\{\eta, \in Y \\
\mid\{\eta \mid=s}} \prod_{n \in\{\eta\}} e^{-\beta|\eta|} \\
& \leqslant \sum_{s=0}^{|V|} \sum_{\left\{x_{1}, \ldots, s_{s}\right\} \in V} \prod_{i=1}^{s}\left(\sum_{\substack{\eta \in C_{B}: \\
\eta \neq x_{i}|\eta| \geqslant M}} e^{-\beta|\eta|}\right) \\
& \leqslant \sum_{s=0}^{|V|}\binom{|V|}{s}\left(\sum_{l=M}^{\infty} K^{\prime} e^{-\beta \prime}\right)^{s} \leqslant \sum_{s=0}^{|V|}\binom{|V|}{s}\left[e^{-(3 / 4) \beta M}\right]^{s} \\
& =\left[1+e^{-(3 / 4) \beta M}\right]^{|V|} \leqslant \exp \left[|V| e^{-(3 / 4) \beta M}\right]
\end{aligned}
$$

Proposition A.3. Let $A=Q_{N}$ and $U \subset A$. If

$$
|\delta U \cap \delta A| \geqslant \frac{9}{10}|\delta U|
$$

then

$$
|U| \geqslant \frac{24}{25}|A| \quad \text { and } \quad|U| \geqslant \frac{1}{6}|\delta U| N
$$

Proof. Let $V=\Lambda \backslash U$. Since

$$
\delta U \backslash \delta \Lambda=\delta V \backslash \delta \Lambda
$$

and

$$
(\delta U \cap \delta V) \cup(\delta V \cap \delta A)=\delta A
$$

we get

$$
\begin{equation*}
|\delta U|-2|\delta U \cap \delta \Lambda|=|\delta V|-|\delta \Lambda| \tag{A.2}
\end{equation*}
$$

If $|\delta U \cap \delta \Lambda| \geqslant \frac{9}{10}|\delta U|$, then $\delta U$ must intersect all four sides of $\delta \Lambda$, so

$$
|\delta U| \geqslant 4 N
$$

By consequence, using (A.2),

$$
|\delta V| \leqslant|\delta U|-\frac{18}{10}|\delta U|+|\delta \Lambda| \leqslant \frac{1}{5}|\delta \Lambda|
$$

which implies

$$
|V| \leqslant\left(\frac{1}{4}|\delta V|\right)^{2} \leqslant \frac{1}{25} N^{2}
$$

The second statement follows from the first and the inequality

$$
|\delta U| \leqslant \frac{10}{9}|\delta U \cap \delta A| \leqslant \frac{40}{9} N
$$

Proposition A.4. Let $\Lambda=Q_{N}, \Lambda^{\prime} \subset \Lambda$. Let $U \subset \Lambda$ be such that:
(i) $|U| \geqslant\left(1-\varepsilon^{2}\right)|A|$ for some $\varepsilon>0$.
(ii) There exists a *-path from $\Lambda^{\prime}$ to $\partial \Lambda$ which does not intersect $U$.
(iii) $2 \varepsilon N \leqslant d\left(A^{\prime}, \delta \Lambda\right)$.

Then

$$
|\delta U| \geqslant|\delta \Lambda|+d\left(\Lambda^{\prime}, \delta \Lambda\right)-11 \varepsilon N-11
$$

Proof. For further convenience we translate $Q_{N}$ in such a way that it coincides with the square

$$
\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{Z}^{2}: 1 \leqslant x_{i} \leqslant N, i=1,2\right\}
$$

Let then $L=N-2 l$, with $l=\lfloor\varepsilon N+1\rfloor$, and let $\bar{A}=Q_{L}+(l, l)$, so that $A$ and $\bar{\Lambda}$ have the same center.

For each $e \in \delta \bar{A}$, we denote by $e^{\prime}$ the unique dual edge in $\delta \Lambda$ such that $d\left(e, e^{\prime}\right)=l$. If now ( $x_{1}, \ldots, x_{l}$ ) is the unique (straight) path of length $l$ such that $d\left(x_{1}, e\right)=d\left(x_{1}, e^{\prime}\right)=1 / 2$, we set (see Fig. 5)

$$
S(e)=\left\{x_{1}, \ldots, x_{l}\right\}
$$

Because of hypothesis (i) we have

$$
\begin{equation*}
\#\{e \in \delta \bar{\Lambda}: S(e) \cap U=\varnothing\} \leqslant l \tag{A.3}
\end{equation*}
$$



Fig. 5. Proof of Proposition A.4.
On the other hand, for each $S(e)$ which intersects $U$ there is at least one edge $\left[x_{i}, x_{i+1}\right]^{*}$ which belongs to $\delta U\left[\right.$ by $x_{t+1}$ we mean the unique $x \in \Lambda^{c}$ with $\left.d\left(x_{l}, x_{t+1}\right)=1\right]$.

By (ii) there is a $*$-path $\left(y_{1}, \ldots, y_{q}\right)$ such that $y_{1} \in \Lambda^{\prime}, y_{q} \in \partial \Lambda$, and

$$
y_{i} \notin U, \quad i=1, \ldots, q
$$

Let

$$
p=\min \left\{i=1, \ldots, q: y_{i} \in \partial \bar{\Lambda}\right\}
$$

in such a way that $y_{i} \in \bar{\Lambda}$ for each $i=1, \ldots, p$. We can assume that $y_{p}$ belongs to the bottom side $\partial_{1} \bar{\Lambda}$ of $\bar{\Lambda}$, i.e., that

$$
y_{p} \in \partial_{1} \bar{\Lambda}=\left\{x=\left(x_{1}, x_{2}\right) \in \bar{\Lambda}: x_{2}=l+1\right\}
$$

Let $n=d\left(y_{1}, \partial_{1} \bar{\Lambda}\right)+1$, and, for $i=1, \ldots, n$, let

$$
T_{i}=\left\{x=\left(x_{1}, x_{2}\right) \in \bar{\Lambda}: x_{2}=l+i\right\}
$$

Each $T_{i}$ must intersect at least one $y_{j}$ with $j \leqslant p$. Moreover, $y_{j} \notin U$, so either $T_{i} \cap U=\varnothing$ or there is one edge $[x, y]^{*} \in \delta U$ such that $\{x, y\} \subset T_{i}$. But again, because of (i),

$$
\#\left\{i=1, \ldots, n: T_{i} \cap U=\varnothing\right\} \leqslant l
$$

Together with (A.3) this implies

$$
|\delta U| \geqslant|\delta \bar{\Lambda}|-l+n-l=|\delta \Lambda|+n-10 l \geqslant|\delta \Lambda|+d\left(\Lambda^{\prime}, \partial A\right)-11_{\varepsilon N} N-11
$$
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